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ABSTRACT

The report is concerned with the development of an on-line
information storage and retrieval system for the Rome Air Development
Center. It is deeply concerned with automatic document classification,
interactive retrieval and the problems peculiar to the automated
processing of large document collections. In the light of the requirements
to be met, a report on existing applicable techniques is made. This is
followed by a description of other methods, developed specifically
for this project. Finally, the system design is presented to a detailed
level.
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-has been made by Dennis, whe in part stated:*
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SECTICN I
INTROBUCTION

In the field of mechanis2d information storage ing retrieval -
there are many challenges, ongoing research ¢xd devéloﬁznent continually
advance the state of the art, Three areas in particular are relevant to
this report: automatic document clacaification, interactive retrieval and
the problems peculiar to automated processing of large document collec-

tions,

This is an interim report on the development of an on-line
inforncation siorage and retrieval system for the Rome Air Developml:rnt?
Center, s system deeply involved with the three areas mentioned above.

Of first concexn is the recognition of the requirements. Ir light of the
requirenients to be met, a report on existing applicable techuiques is made.
Tkis i3 followed by a déscriptiqn of other methods, developed specifically
for this project., Finally, the system design is presented to a detailed

level.

.1 The Need for Automatic Proceszing

It is not necessary at this point to enter into a discourse on
the "information explosion" that is taking place in government, the military
services, and industry, It is sufficient to note that a great need exists for
the efficient and effective storage and retrieval of information, and that new
methods are required both because of the problem of classifying large
numbers of documents and the difficulties encountered in retrieving from
large data bases with acceptable precision and recall. A goodv summary of
gome problems encountered in manual indexing and thesaurus generation

*Reference (14}, page 68,

(S

I~}




oo 10 o

1) Cost anaiysis of any existing manual or computer-
aided manual system always showed that the significant
part of the budget went to the huraan editors, indexers,
abatractors, thesaurus builders, classifiers, or query
formulators required to make the system run. This
observation has two implications.

a) These systems cost too much.

b) If there really is an information explosion, we
are on a self-defeating course. Budgets reflect
deinand for labor, and the obvicus end is that
which the Telephone Company saw a few years
back when they decided to go to the dial system
because otherwise, in the rather near future,
everybody in the country would be employed as a
telephone operator.

2) Indexing is a monotoncus and frustrating job.

3) It is more satisfying to obtain information from the
korse's mouth than through an intermediary.

Expanding on Dennis' second point, good manual indexing
requires good indexers--and such persons are both scarce and expensive.
Indexing is not an occupation with wide appeal. Personnel problems are
compounded in certain military situations, where changes in assignments

car make the establishment of a competent indexing staff extremely difficuit.

The third point does not necessarily reject all manual indexing,

but points out that (algorithmic) automatic indexing is necessarily consistent.

So the size of collections presently being encountered, their
growth rate, the scarcity of competent indexing personnel and the cost of
manual indexing have promoted the search for automated methods of

- document classification for retrieval (47). This includes not only the actual
| indexing of documents, but the development of thesauri. Naturally, the

development of new retrieval techniques is intimately linked with work in

classification methods.

1-2
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1.2 Present Technology

It is the purpose of this section e review briefly some
of the developments in the field that are relevant to the present effort.
The present section i8 introductory in nature; detailed technical examination

is deferred to Chapter III.

A recent survey made by the National Science Foundation (37)
shows 118 automated information systems in use, including those simply
processing accession lists and performing similar elementary functions.
Ninety-eight systems process information retrieval yueries, but most of
these are batch oriented. Batich iaformation retrieval systems are useful
in many applications, but they lack the very important characteristic of
rapid turnaround. Tremendous power is gained when the user is aliowed to
query, inspect results and reformulate his query interactively. This
constitutes a simple form of 'browsiag'' in the document collection, and
results in the effect called '"convergence to high relevance retrieval" by

Landau (26).

1.2.1 On-Line Systems

Batch system queries are frequently written by a system
""expert', who interprets the information requests submitted by sy#tem
users. But in interactive systems, the user himself formulates queries
and operates the system. Therefore, for successful operation, the on-line

dialogue must be easy and natural to use.

A user must be able to concentrate on the problems of
retrieving information, and not ke required to second-guess the designers
of the system. Users with differing levels of fa.miliaritf are to be expected;
the inexperienced user is to be lead through the system step-by-step, while
the experienced user should be.able to exercise a great deal of flexibility
in employment of the system. Indeed, the messages from the user to the
system should be terse for the experienced user and more verbose and

tutorial for the neophyte,

I-3
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Much work has been done in the development of on-line
systems, and additional background is provided in Section I. 4, where several
such sysiems are briefly described. But all of these systems retrieve
by means of simple coordinate indexing, and various embellishments on it.
Consider the additional power of an on-line system if the user is given
the ability to locate documents that are in some way like a known document.
This can be illustrated by considering the problem of finding documents
in the stacks of a conventional library., Suppose that one could only request
documents by their classification numbers, and that one were not allowed
to enter the stacks, Depending on the vser's familiarity with the classificaticn
system and with the document collecticn, he might or might not be able to

retrieve all the documents relevant to his needs.

Now, if the user can enter the stacks of the library and
browse about, his chances of finding uéeful documents are increased.
They are likely to be physically near the documents specified initially
(and, of course, may include those documents). 'fhe hierarchical
classification scheme of the library has been mapped into one-dimensional
space: the ordering of the books in the stacks. An on-line system can
be built in such a way that the user is free from the constraints of a
space of limited dimensionality, and can search for documents ''like"

a given document, This is known as document-document searching,
and is analogous to browsing in a library where every intellectual area

(or ""concept') corresponds to a different dimnension.

Experimental, batch systems using this type of searching
have been built, but this capability has not yet been placed on-line, Based
on methods proposed by Salton and others, it is now technologically feasible
to implerhent these techniques on-line., Indeed, the system whose design
is the subject of this report permits the user to search in this and other
manners,

1-4




1.2.2 Statistical and Associative Techniques

At this point, it is useful to look at the development of some
applicable techniques and to consider document-document searching in
slightly more depth. Since much of the present development has its roots
in Salton's SMART experiments (40, 41, 42, 43, 44) it is perhaps best
to remove any confusion arising from his terminology. The casual reader
of the SMART literature might believe that there exists a single SMART
system, some fixed entity for information storage and retrieval. Doyle (15)

points out that this is not so:

The word ''system'' is misleading. It is really

a chemistry laboratory for retrieval principles

and procedures, in which anything scmeone might
advocate elsewhere can be quantitatively studied,
individually or in combination with practically
anything else. It is a tour de force in experimentation
in the documentation area, the like of which is seldom
seen.

Consider now the central problem cf information retrieval.
Using the term '"'descriptor! in ite broadest sense, the problem is that
of retrieving data categorized by one or more deacriptora. These
query descriptors may be related by logical operators, such as the
typical "and", ‘or!, and "but not" found in on-line coordinate retrieval
systems, Statistical weighting of the query descriptore is also possible.
In either case, it is frequently possible to rank the material retrieved
for closeness of match to the query.

Associative and statistical methods may be used to develop
a thesaurus of words used to characterize documenis, It is interesting,
and illustrative of the development of the state of the art, to trace the
growth of one such cechnique. Given the problem of automatically
determining descriptors for data consisting of English text, Luhn (33)
proposed selecting those words falling in the middle part of the ra_nk-'

: e
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frequency plot. This suggestion, made in 1958 in connection with automatic
abstracting, is based on the thought that words of relatively high or low
frequency are less useful in terms of resolving power. Seven years later,

in connection with legal information retrieval, Dennis (14) obtained

some success using a more sophisticated statistical measure. This measure
is a function not only of irequency, bat of uniformity of distribution. Theo-
retical considerations on a somewhat more sophisticated algorithm were
published by Stone (49) and Stone and Rubinoff (50) in 1968. During this
period, Stiles (48) ard others were working on association factors relating

word pairs.

The generalization from the use of words to word-~root forms,
or stems, is an obvious one in such work. Less obvious is the use of
generalized descriptors, or concepts, rather than words or word-roots
only. A concept is simply any attribute of some part or parts of the data
base that is useful in discriminating between parts of the data base for the
purposes of retrieval. In the present application, documents are such
"parts'. So a sinﬁple thesaurus term is a concept. In order to characterize
a collection or data base, a set of concepts may be selected manually
or by automatic means, For inatance, in the c28e of a document file,
concepts could be the words of "significant resolving power' as determined
by one of the automatic means outlined above. (It should be noted that
characterization of a 1arge data base containing diverse files ig

sometimes best accomplished by the use of two or more sets of concepts.)

Every document can be described by a concept vector., The
simplest such is the binary vector, where it is indicated that a concept
simbly is or is not present in the data record. More sophisticated is the
weighted concept vector, where a number (generally in the range between

zero and one) indicates the degree to which each concept is present. *

Since the vectors are sparse and of high dimensionality, practical con-
sideratione generally dictate that elements equal to zerc not be stored.

I-6




Of what utility is this approach? Fach document is characterized
by a vector, whose dimension is equal to the total number of available
concepts and whose elements are concept weights cr binary concept existence
indicators. But any query addressed to the system also possesses u concept
vector, and statistical matching of th2t query concept vector with the docu-
ment concept vectors produces, for every document, a numeric measure of
its relevance to the query. Additionally, given a document of interest, its
concept vector may be used like a query concept vector in order to retrieve

like documents.

Much experimental work using the concept vector approach has
been performed by Salton and others for batch-oriented retrieval applications.
But when on-line retrieval is involved, the statistical matching of a query
vector against all document vectors may involve an amount of computing
which is simply out of the question. Each comparison involves computing
some measure. frequently the cosine of the angle between the two vectors.
For this and other reasons, clustering of the colleclion of data into groups

(which may c¢r may not be overlapping) may be required. Clustering a2lgo
aids in a "browsing'' type of search,

In order to illustrate clustering, consider a library in which
each book is arsigned a classification number (Universal Dewey Decimal,
Library of Congress, etc.). This number identifies the book uniquely, and
contains some information on the contents of the book. Although the number--
at a minirnum--identifies the position of the book in some two-dimensicnal,
planar tree-structured hierarchy, the books are traditionally placed in the
physical stacks in a one-dimmensional ordering. If the collection is small
enough, one can browse with limited success by examining the neighbors of
a known ''good" book in ih> one-dimensional shelf ordering. And one can
save time by going directly to the area in which books of interest are likely
to be found. But, clearly, a book well described by two different content
codes can be in only one physical location. |

I-7
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Conceptually, the location of a document in concept vector space
is the tip of its vector, Since the dimensionality of the space is equal to the
number of concepts, similar documents become neighbors. The user, then,

strolls through a hyperdimensional library in his browsing activities.

But there is another, more practical reason for placing like
data records together. Once the general identity of a cluster is established
in order to satisfy a query, the number of cosines that have to be computed
is simply the population of the cluster, not the entire data base. Frequently

this reduction in real-time computing is not just convenient--it is necessary.

1.3 Summary

As the preceding section shows, the development of on-line
information retrieval systems and information processing techniques has
reached a relatively advanc=d state*. But most present on-line systems
rely on various embellishments of coordinate indexing, range searching,
and the like, In terms of actual operating retrieval systems, the more
advanced syntactical and statistical schemes have been mechanized in the

batch environment, using rather small data bases.

Several topics are of great interest ‘n the context of the On-
Line System to be developed for the Rome Air Deveiopment Center. The
use of concept vectors for document characterization and retrieval is one,
and in conrection with it is the automatic determination of concepts.
Clustering enters into the system in two ways: the clustering of documents
for rapid search of a large collection, and the clustering of word roots into
concepts. The statistical methods described in this chapter are important

in the selection of word roots that are most useful in charactcrizing documents

for retrieval. Morphological analysis must be used in order to determine
the word roots, given the words.

* For the interested reader, a brief description of scveral existing on-
line systems’' salient characteristics is preunted in the next section of
this chapter,

1-8
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Both conveational and document-document searching are

desirable, under control of a processor for man-machine dialogue, The

~ dialogue shouﬁ}ld be of sophisticated design, anticipating both the naive and

the sophisticated user. The present state of the art provides a good founda-

tion ior this design task,

1.4 Additional Background Information: Existing On-Line Systems

Karly systems tended to allow very complicated Boolean com-
binations of search terms, perform the retrieval and then query the
user gn the categories of retrieved information to be displayed. If the
user wanted to modify his query, he had to return as if he were starting
an entire new query, As system designers became more familiar with
utilization of interactive communications, a trend away from this became
evident, The initial query now tends to be simplier, consisting primarily
of a request composed of logical unions and intersections--primarily the
former. Then the user is told how :nany documents were retrieved
(sometimes on a basis of ""hits'' on each cf the terms). He may then per-
form repeated intersections with additional terms. This process is called

qualification; it allows the user to start with a retrieval of high recall but
low precision, and then increase the precision,

Only one type of ranking in such systems--the identification of
relative relevance Qf retrieved documentu--exun. It is obtained from a

tally of the number of elements of '"or' clauses retrieving each document.
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Most such systems rely on manual indexing of documents,
and retrieve on descriptors. Some aliow the use of ar on-line thesaurus;
some also allow retrieval by title or author's name. A few allow searching
on partial words and word phrases.- Thus, most present on-line systems
rely on manual indexing (except for title and author information) and perform
retrieval based on logical connectives. Except for thesauri, little is

done to assist the user with synonym problems.

One approach to reducing or eliminating the need for manual

indexing is the automatic generation of inverted files for much of the

document text. For a large document collection, this requires a great deal of

storage, such as is available in Data Cell-type devices. But unless a
manually generated, automatic synon /m dictionary is used, recall is de-
graded. Similarly, one might expect that such a '"scattershot' approach

would make precision difficult to control.

Typically, the man-rﬁachine dialogue in sach retrieval systems
‘s available in two or three forms. The inexperienced user needs rather
verbose méch'me messages, providing cues and being somewhat tutorial
in nature. As his familiarity with the system grows the reading of
such material becomes more of an annoyance than an aid, so a inore terse

dialogue is req ired.

‘ By? way of continuing this review of present on-line systemns,
five apecific examples are considered briefly below (1, 4, 18, 19, 36, 52),

1.4,1 DIALOG.

DIALOG is a proprietary product of the Information Sciences

‘group of the Lockheed Palo Alto Research Laboratory. It operates on 360/

30 computers under DOS, and can handle from five to ten CRT terminals.
Either CCI or 1BM 2260 diaplays may be used, and eack station algo-has

a remote printer., The tnais storage device is Data Cell.

e
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Inverted files are maintained on all fields and values for
searching, but the data base can be updated only in a batch mode. Oniy

Boolean searching is perraitted, although nesting is available indirectly,

DIALOG makes a very interesting use of the special character
(upper case figure) keys. These initiate special command functions.
For exaiaple, in order to initiate a search, a user enters a single term
(index term, author'e name, etc.) and presses the EXPAND key. The
resulting display shows several terms: the one selected and those
immedia .ely before and after the seiected term in the alphabetical order
of the dicticnary. With each terin is a temporary number, so that future
references during the retrieval do not require typing of the entire term.
Also with each term is the number of documents to which it is assigned
and the number of related thesaurus terms. The user may then request
to see bibliographic and indexing data for documents, or continue
EXPANDing. If he does the latter, he can view related terma and
thus progress through the hierarchy of the thesaurus. Every term he sees
is idencified by a teinporary number, and at any time he may COMBINE
two terms to generate a new temporary nurnl;er with which a new set of
documents is assovciated. The COMBINE operators are union, intersection
and sel subtraction. The CRT is used for rapid scannirg of terms and
bibliogréphic-data, and hard copy shows the user's commands, the
identifying temporary numbers of the sets they created, and the number
of documents in each set. The lists associated with those numberg are -
not lost during the "browsing'' process, 8o a user may switch from
examining the documents he has retrieved back to more modification of the

sets being usad for retrieval,

1.4.2 Date Central

The Data Corporation, a subsidiary of the Mead Paper Company,
offers Data Central for lease, sale or as a service operating on their com -~
putersa.
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Data Central, which is a descendant of Recon Central*, operates
on 360/40 computers using DOS and requires Data Cell maas storage. The
designers of Data Central rejected IBM's teleprocessing packages (BTAM
and QTAM) and developed their own, called TTAM, foi Data Central.

Teletypes, IBM consoles such as the 1050, ‘and the CCI-30

CRT displays are used as remote terminals. When CRT terminals are used,

a hard copy printer may be utilized also.

As with most systems, both long and short form dialogue
is available to the user. But even with the long form several conventions
must be memtorized by the user. Data Central’s greatest advantages
come from freedom of searching. Both arithmetic and logical corparisons
may be made, and 2 "universal" characier allows for masked searching.
Files are inverted on the word level, so partial word phrases may be .uSed
to search for the entire phrase. As sentence number and word nuinbers
are ‘determined, it is possible to search for the- occurreime of worda

within a certain distance of each other.

Data \,entral 1llows guahfmat-om that is, reducticn of the -
number of hits after an initial’ query by pvrfcrmme; aguitional intersections.

The user can back up in this process if toc many hits are deleted. Data

Central performs a very limited stern analysis, aad the Data Corporation

indicates that synonym dictionarv loskup <¢ould be added. Préseﬁtiy being
developed is a limited capability to update files on-line by. dribble posting
and more sophisticated on-line updatmg is. planned Extensive d1agnostics
are provided for data checking during batch file buxldmg, and multilevel
security classifications ar~ a allowed. Output formaiting is accomp,.uh,ed by
user selection of one of several standard formats, and provisions are made
for users to code apecizl formats in COBOL for later‘:aelectﬁon. i

* Not to be confured with NASA's RECON I and RECON II.
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1.4.3 Orbit

‘ A proprietary product of the Systemn Developinent Coroporation,
Orbit has evolved irom previous SDS aystems: Colex, Circol, and Circ.

It operates on 360/50 and 360/65 computers under SDC's ADEFT, and
presently uses disk packs for rnass storage. Teletypes, IBM consoles
such as the 1050 and the CCI-30 CRT display are uted as remote terminals,
but, unlike Data Central, formats have not been designed for convenient
operation of the CCI-30.

The lovg form man-machine dialogue in Orbit is easv to

learn and use, and shorter forms are available for the experieaced user.

Orbit'e primary files are inverted on the fizld level, so exact
matches are required and partial word phrase geazching is impossible.
After a preliminary search request, Orbit gives quite complete data on _
the hits caused by the various terms in the query and allows ior extensive
qualification. Should & qualification prove too drastic--deleting desirable
as well as unwanted documents--‘the user can revert to the status of
retrieval sequence immediately before execution of the last qualific‘ation

order,

Orbit has no security features, although ADEPT car provide
them at the file level. Presently, the only on-line file update poeisibie is
the modification of existing records, but more is planned. During batch
file building only litnited diagnostics are availahle.

1.4.4 TDMS

Another interesting systeir: is the TDMS of the Systemn
Development Corporation, -which operates under ADEPT on IBM 360/50
and 369/65 computers, Disks are utilized for mass storage, and in
addition to 2 CRT console the available terminal devices include the
IBM 2741 teleprinter, Teletype model 33 and model 35, TDMS is descended




from LUCID, but includes hierarchical file structuring. Most of the comments

here also apply to RFMS, which is to a great degree a reprogramming of
TDMS for the CDC 6600 by the Computation Laboratory of the University
of Texas.

TDMS is somewhat like an informnation retrieval systcm and
somewhat like a data management system. Emphasis away from informa-
tion retrieval in its usual sense is illustrated by the fact that some of the
last features planned for inclusion in TDMS include keyword searching and
a data format for text. On the other hand, the use of inverted lists,
chained in an elaborate hierarchy, and the fact that the system is operated
on-line make it look like an information retrieval system. But TDMS can
do muchk more than retrieve--it can pecform elaborate processing and
manipulation of data.

Access security exists, but only at the file level. Files may
be built, modified and deleted on-line, and it is possible to obtain an audit
trail. An on-line tutorial is available at any time for the user who gets

"lost" in his processing.
1.4.5 "CCA 103

The Computer Corporation of America has a system known
simply as ''103", The CCA 103 operates under DOS on IBM System /360
computers, utilizing IBM 2260 cathode ray tube display consoles. These
displays have keyboard input but there is no provision in this system for a
local printér. Convenient features of the aystem include a "hurry mode',
in which documents stream through the display at about human reading
speed, and a provision to hold the past twelve screen loads in case the user
wants to back up.. Additionally, temporary files are held so that a user
may reuse or modify a previous inquiry. Queries can include only the
operators and, or, not, = and #, but nesting is permitted. About the only
arithmetic operation available is hit count determination. On line file

‘modification is possible, File addressing is accomplished by hash coding

on selected file contents.
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1.4.6 MSISL

The Moore School Information Systems Laboratory* system is,
like SMART, an experimentaltest bed. Unlike SMART, it is used exclusively
for development of on-line systems. Although the system utilizes coordinate
indexing and inverted lists, it can process queries written in a restricted
natural language (''Easy English'). Thus, ""Please find for me books
concerning statistical functions or standard deviation, but not business
oriented entitled 'runcible' 'I''" is an acceptable query. The system
develoved in this report can also process such queries, but in a totally
different manner. The MSISL systern performs a syntactical scan of the
query and generates an intermediate form: keywords joined by set
addition, subtraction and intersection operators, and a2 special character

that permits searching on partial word phrases.

% University of Pennsylvania, The Moore School of Electrical Engineermg
See references (75 76).
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SECTION II
THE ON-LINE SYSTEM - OVERVIEW

This report is concerned with the study leading to the design of
an information storage and retrieval system, and the design itself. For
convenience, the object system is referred to here as the On-Line System.
.This chapter serves to introduce the reader to the fundamentals of the
On-Line System, while following chapters cover the study and design in
detail. Thus, the present chapter presents no rationale for the design,
Rather, it is intended to provide background information on the final design
in order to give the reader some insight into the central question that will

no doubt arise during a reading of the subsequent chapters: ''What does all
this lead to?'. -

L1 Automatic Thesaurus Generation

Although the On-Line System operates or. free text, it must use
a thesaurus. The thesaurus contains word stems.. rather than words, and
is automatically developed from the data base., First, common words
(a, an, the, ...) are removed and a stem analysis routine employed in
order to select the distinct non-common stems occurring in the document
collection. This large list of stems is reduced to a emaller collection
of so-called content sterne, which collecrion constitutes a thesaurus. The

selection of the content stems from the vollection of raw stems is performed

by the.statistical filtering program, which selects those word stems most

promising for the characterization of documents. It does so by analysis of

both the stem rank-frequency distributicn and the variation of that distribution

over the document cpllection.
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1.2 Concent Vectors

With every document is associated its concept vector, This
vector consists of concept-weight pairs. A concept vector can be formed
from any body of text; 8o in order to process a retrieval query it is only
necessary to derive the concept vector for the query and correlate it with
concept vectors for the documents in the collection., Those documents

with vectors producing the highest correlation are then retrieved,

The concepts themselves could, of course, be word stems.
But this would not allow the system to account for the use of words that
are similar in meaning, and would introduce one of the worst drawbacks
of simple coordinate indexing: the need for the user of the system to
. consult a thesaurus of '"'use" and "used for" terms. Instead of this stem-
per-concept approach, the system is to cluster stems into about 1500
groups. Each group coutains stems of similar semantic value, and each
group corresponds to a concept. The clustering is performed on a basis

of statistical stem co-occurreace analysis.
.3 Retrieval

An ordinary retrieval on the basis of a‘text query is perforined
in the following manner, First, the user's request is processed by the
routines which reject common words and perform stem analysis, reducing
. the query to a sequenca of stems. Each content stem is then mapped
by a dictionary processor into one or more clusters. Sinne each cluster

is associated with a concept, this process produces the concept vector
corresponding to the query. This vector can be correlated against the
concept vectors for the document collection in order to perform the
retrieval, In order to avoid cbmparison with all the concept vectors
for a collection of potentially 40, 000 documents, the document concept
vectors themselves are clustered about centroids. This materially
reduces the search time.
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As mentioned in the last chapter, document-document correlation
can also be performed by the On-Line System. This form of searching
simply employs the concept vector of a known document in order to retrieve
similar documents. (It is also possible for the user to construct and modify
query concept vectors directly, working only with numeric concept

codes and weights. )

During the retrieval process, the user can be expected to try
a number of queries, Some will retrieve desirable documents, and some
will not. The user is given the capability to build a file of documents,

retaining those -vhich he firds desirable.




SECTION IiI
TECHNIQUES FOR AUTOMATIC CLASSIFICATION AND RETRIEVAL

This chapter is concerned with the basic techniques to be
employed, Details of mechanization and the determination of design
parameters are discussed in following chapters, as are all aspects of
interactive retrieval via man-machine dialogue. A brief overview of

the system is presented in Chapter I,

iII.1 ¢ Concordance of Stems

Present estimates place the size of the data base at 40, 000
psychological abstracts, each containing no more than 3000 characters
of text information. This means that the data base consists of up to
120 million characters. Written on magnetic tape with cne inter-record
gap per foot of tape, recorded at 556 bits per inch, the data base would

require nine 2400-foot tapes.

A data base of this size cannot be manipulated extensively
without consuming exorbitani amounts of computer time. Ior example,
simply reading the entire Jatz base at 18, 000 characters per second
requires nearly two hours. Cn the 635, sorting an inimt file that orcupies
three rezls requires 14 tares as intermediate collation units. Thus, a
sort of this much data wouid require a large number of tape mountings
and dismountings by the comnputer operator«, not to mention the use of
perhaps ten hcurs of computer time.

It is eany to see, then, that mnuitiple-pass processes canaot
be made starting with the entire data base. Any programs that read the
original data base must be quuenthl-iceul, one-pass opurations. The
mcst desirable approach to the entire preliminary processing task is to
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produce some intermediate data structure containing only the information
needed for the remaining processes, and then use that intermediate

structure for all subsequent processing.

One such intermediate form of the data that could be used is a
coacurdance of the text., A concordance is an alphabetical index of all

the important words (or, as in the present case, word stems) in a

‘document. Before the computer age, detailed conccrdances were con-

structed only for works whose content was to be subjected to intensive
analysis, such as the Bible. These rnanually generated concordances
listed only the major occurrences of a small subset of the total vocabulary

used in the text. Even then, the generation of a concordance was a tedious
and costly undertaking.

Using the computer, a concordance can be prepared with mach
greater detail and accuracy than could ever be achieved manually. The
computerized production of 2 concordance is usually a simplie procedure.
A simple prdgram is used to recognize individual word stems .a the text
and tag each word with its location; each word-tag pair is then written
onto tape. The pairs are then sorted, using the word as the primary
field and the tag as the secondary field. A simple merge pass completes
the process, If the merge proygram also counts identical occurrences,
and includes theoe counts in the final concordance entries, then a weighted
concordance is produced,

Figure III-1 illustrates concordance preparition. The weighted
microcorcordance of stems, described in subsection III. 1.1, is an inter-
mediate form of the cuncordance thet is useful for other data preparation

processes,
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A weighted concordance of the data base ‘gii"e;a‘t;ly gimplifies
the remaining work in preparing the data base fcr entry inio the system:.
The concordance is useful for identification of worda of high information

contenf, recognition of co-occurring words, generation of the concent

dictionary, and the generation of conc..pt vectors, Also, the concordance -

is much smaller than the data base.

The concordance may be represented by a matrix W, with
every row corresponding to a distinct docurnent and every column
corresponding to a distinct stem. In that matrix Wij is the occurrence

weight of the jth stem in the ith document.

Since W is expected to be sparse, it is not practical actually
to use a matrix representation. Instead, the concordance is a collection
of entities, one for sach stemi: the stem itself and a document-weight

pair for every occurrence of the stem. Letting Si be tae explicit alpha-

. . th Lt .
aumeric representation of the j stem and a, ke the i document's accesaion

number, then a concordance entry for the jt stem is:

j;ai,w. .;...;ai,w_.),

(S,;a , w,
oyt i iy Tyl r A

1

where the only nonzevo elemente of the jth row of W are those elements

corresponding to the il R PYERY ir documents,

uI.1.1 Microconcordances

Two forms of weighted concordance are requircd for thie
" application, There is the total concordance, covering all documents,
menticned above, In addition, a concordance is generated lor each
separate document in order that the documents may be automatically
classified, and for the siatistical filter (described in Section III. 2,1.1).
This set of microvoncordances iv actually generated first, and then
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processed in order to produce the total collection's concordence. In
connection with the microconcordances, another parameter is needed for
programs performing statistical calculations: the length (in stems) of
each document. These data are placed in the relevant microconcordances.

Figure II1-2 illustrates schematically the concordance and
microconcordance scheme; design detzils are included in a later chapter.

II1.1,2 Conimon Words and Stem Anaiysis

The concordances mentioned in the preceding section and the
dictionary described in following sections are based not on words, but on -
word stems, The coanversion of words to their stems-~one might say to

their canonical forms--is performed by the stem analysis routine.

Before stermn analysis is performed, the computation required
and file size can be greatly reduced by rejection of comumon (or '"function"
words) such as "the', "a", "at", etc., This section describes the principles
of the stem analysis involved; lists of suffixes, common words and other

design information are given in Chapter V.

The general cbjectives lead to two incompatible design goals
for a stem analysis program., The first is the need to find stems that are
as simple as possible, so that all forms of a given word will be treated
as occurrences of the same word; the second is to avoid the generative
ambiguity, and conscquent a.sociation of unrelated material, that result
from excessive truncation, For example, "'rings' and "ringing' should
be stored as ''ring'", with the suffixes "'ing" and ""s" removed, but removal
of the common suffixes '"ed" and "ing" from '"wed' and ''wing'' would cause
them both to be asscciated with the stem "w''. Thus, some sort of com-

promise must bs struck.

The literature is full of examples of generative ambiguity caused
by suffix removal. All examples, however, use short worde, such as the
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"wed' and '"wing' example above. Many of these problems car undoubtedly
be removed by prohibiting suffix removal that would produce a stem of
fewer than some miniinum number of letters. What that number should

be is an interesting topic for investigation. Six seems reasonable 28 an
upper bound, since it corresponds tc the word size of the 635/645; four
might be acceptable. Three is probably too small, and two is definitely
too srnall.

This algorithm combines the techniques used by various investi-
gators; the lirt of suffixes in Section VI.1.1 is a similar composite.

1) In alil the following steps, no action that would
produce a stem of fewer than n characters is performed,
where n is specified at run time.

2) Compare the terminal characters of the word with
the list of suffixes; if a match is found remove the
suffix from the word. The comparison begins with
the longest suffixes in the list and ends with the
shortest.

3) If a2 suffix was removed in the preceding step and
the remaining stem terminates in a double consonant,
remove one of the consonants.

4) If the suffix "ly" was removed in step 2) and the word's
terminal letter is ''i'', delete the "i',

5) Repeat steps 2) to 4).

The test of suffixes must begin with the longest suffixes,
If short suffixes are deleted first, long suffixes will not be recognized.
A partial exception to this is the suffixes' g "', " 'g " and ' s'"; these
can be affixed to words that already contain other suffixes, so there is
some justification for first checking for these. However, initial removal
of terminal "'s" complicates recognition of suffixes ending in '"s'". The
repetition of step 2) and step 5) permits removal of " g 1!, "ig ' 1 gi N gng
one other suffix; this should be sufficient.

1.3 Maoximum Stem Lon.}_h

The processes of automatically classifying documents and retrieving

oI1-7




them requires the application of a dictionary lookup processor to a dictionary
of stems, It is convenient for the stemns concerned to be contained in fixed
length fields, and in this subsection a field length and dictionary lookup
method are established.

Lowe (28) has considered retrieval by truncated English words,
and dsveloped formula- for the number of file accesses required when

artificially generated homographs cause multiple accesses to be required.
Empirically testing with a relatively small data base, his results show

a very rapid decrease in the required number of accesses, directly
related to the generative ambiguity, as the number of characters

used approaches six, Dennis (14) has tested a thesaurus of 2400 words

in order to justify her use of six characters in an information retrieval
system, Truncation to six characters generated artificial homographs

in only 1. 6% of the words; there existed natural homographs for 16%.

In a scientific vocabulary, words tend to be longer and, there-
fore, more characters are needed --consider the words beginning with-i
"electro..." and ""psycho..."., Zunde and Dexter (54) investigated the
distribution of differing length words by studying the 5153 most commonly'y
used words in several popular magazines, a 3210 word Interagency
Life Sciences vocabulary, and a 3315 word NASA vocabulary., The dis-
tribution of lengths for the latter two peak at eight and seven characters,
respectively, The words from the popular magazines peak at five
characters, The distributions all fall off rapidly. Fewer than five to
six percent of the Life Sciences and NASA vocabulary words exceed
twelve characters, so the number of artificial homographs generated by
truncation to twelve characters must Le quite small,

The above results from the literature certainly support the
use of a twelve character maximum for most applications. In the present
case, two other facts add overwhelming evidence that twelve is an adequate
number, First, the results prenehted above are based on words, not stems,.
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Stems are shorter than words, adding an extra margin. Secondly, the
generation of a few artificial homographs adds ambiguity which in turn
decreases precision in this type of system. But the homographs do not
cripple as they can in the case of ordinary coordinate indexing that uses
only complementation and intersection.

I, 2 Concepts and Concept Vectiors

In the On-Line Retrieval System, each document will be indexed
by the use of concept vectors, similarly to the fundamental text analysis
processes of the SMART system., First, concept vectors are derived
from texts. A concept can be a stem or a set of stems. A sequence of
concepts produces a vector; in its simplest form, this vector can be a
list of key words that can be used to identify a document.

Concepts can be generated ir many ways. For example,
SMART's procedures can be divided into two classes --syntactic and
statistical. A recent paper (43) describes experimental evaluation of
SMART's statistical features., Early use of syntactic analysis has been
disappointing, The primary reason for this ix the excessive processing
time required for the Kuno syntax analyzer. Worse yet, the timir;
is very erratic. Although an improved version of that analyrer is under
development, no extensive experiments using syntatical analysis have
been reported, Further, Salton has concluded that absolute ac-uracy
of a few items is not as good as many ""correctly analysed" ‘tems and,
therefore, that statistical procedures will probably be superior to
syntactical cnes (42). Because of this, tho decision has been made to
include only statistical processing in the On-Lin» Retrieval system

The generation of a concept vector for each document in the
data base includes three distinct processes, as illustrated by the flow-
chart of Figure IlI-3, The elimination of non-content stems is performad
by the statistical filter discussed in III, 2.1.1. I'ollowing this, occurrence
correlation is used to identify concept centers, and construct a concept

-9
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dictionary, as described in III. 2.2.3, Finally, the dictionary is used to
generate a concept vector for each document, using its microconcordance,
as described in III. 2. 2,

ni. z.1 Concept Identification

Concepts will be identified by the use of two distinct processes;
statistical filtering and occurrence correclation. The statistical filter
will remove stems that are relatively uniformly distrit_ted througkout
the document collection in relation to their absolute frequency, and
produce a weighted concordance of content stems, Concept clustering
will select as concept centers those stems whose occurrence vectors
correlate highly with the occurrence vectors of several other stems,

The stem analysis and common word routine will rzemove only
very common words that obvioausly convey no informatien. Other words,
however, may occur in such a large subset of the documents in the
collection that they are of little value in differentiating between documents.
Since not all stems in the collection are of value in distinguishing between
documents, certain stems will be ignored, These words have been
called ''noncontent'' words because of their apparent lack of association with
the varying speciaiized content of different documants,

The simplest tachnique for this purpose would be to remove _
the words of highest total number of occurrences in the collection, because
these would probably slsc be the most widely distributed. More sophistica-
tion could be obtained by veing a bandpass tccl_uﬂqus on the rank-frequency
distribution, and dt:cardﬁg the most and least commoun words, |

Somse measure of the uniformity of the distribution of words |
throughort the collaction, in addition to the number of total sccurrences, ,
is irroacively attractive, A uniformly distributed word with many occurrences

 would ot be useful in distinguishing documents, and this word should be

discarded, On the other hand, a uviformly distributed word with a
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low total number of occurrences would appear ia only a small numbe " of

documents, and should be retained. Two very similar approaches to this

problem have been suggested by Dennis (14) and by Stone (49) ard Store and -
Rubinoff (50).

The occurrence correlation program will read the weighted con-
cordance of content stems, and write a tape containing the concept
dictionary. This dictionary will list, along with each stem in the con-
cordance of content stems, the concept numbers into which it is to be

mapped, and thc weight associated with each mapping.

Words that often co-occur will be mapped into common concegts
during concept vector generation. The occurrence correlation program
will compute a correlation coefficient between each pair of content stems
in the concordance; the pairs of greatest correlation will be assigned
identical concept numbers, Because each word's occurrences must be .
correlated with those of each other word, the entire correlation process
must be performed in core if it is to use a reasonable amount of computer
time. Thus, the size of the vocabulary upon which occurrence correlation

can be performed is limited by practical considerations on computatics.

Occurrence correlation consists of dividing the set of occurrence
vectors into overlapping subsets of similar size, The vectors within each
subset should be highly correlated with one another. In this way, the
concepts can be used to characterize each document in the collection as
a concept vector, where each coordinate of the multi-dimensional concept
vector is the welight of a concept occurrence. In order to achieve the
simplest possible characterization of documents by concept vectors, it is
desirable that the concepts be relatively independent, in the same way that
a base for any given vector space provides the most compact representation
of that space. '
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71, 2.1.1 Content Stems and the Statistical Filter, An automatic
method of content stem determination forms the basis for the automatic

generation of ‘ne classification vocabulary. Two approaches are
considerec. those based on bandpass considerations and on frequency-
variahce analysis. Although the latter are selected for the On-Line
System, bandpass techniques are described and observations on the
critical parameters are made. The frequency-variance methods are
an extension of the bandpass approach.

Im.z2.1.1.1 Bandpass Techniques. For any concordance one

can plot the rank-frequency distribution of words (or in the present case,
stems). Items of very high frequency can be supposed to contribute little
information of significance, while words occurring very occasionally

also are insignificant. This is roughly Luhn's reasoning (33), as reported
by Meadow (35) and illustrated in Figure I1I-4. There is n> defined -
measure of the quantity indicated as ''significance', and the curve for

it indicates only that significance is related to frequency in some way,

For the present system, a somewhat more sophisticated
filtering technique than simple bandpass is recommended. But the
‘bandpass approach is appealing and is considered an alternative approach.
It is worthwhile to determine what the bandpass parameters involved are,
and how they can be adjusted. Cherry (10) quotes a genaralised foi-m of
Zipf's law (53) ’

lnp(j)=A-Blnj.

where p(j) is the probabdility that a word selected at random {rom the body
of text is the word of rank j, A is a constant and B is » constant ipprcud-

mI-13




T Y ey

¥ :
!
i
i
i
i
|
i
*
|
Frequency '
y o
, :
! Cutoff | ;
| uto: .
| ¢ Frequencies : } ]
l i !
| |
| |
' |
I : ‘
| |
| ! \
: - Significance
| \
: !
i | i
; o
i ~N
Figure III-4. Rank-Frequency Distribution !'
|




——

e T "

N I SR SIS

e o e i o et 8 b e

rhately equal to one*, An equivalent form is

. A.-B
p{j) =e j —, or

. ..-B
p(i) =K j .

Zipf originally stated his '"law'" with B=1 and K = 0.1,
Shannon (46) noted that, if the number of distinct words in any examined
collection is represented by N, then for any collection Zipf's law requires

that there be exactly N = 8727 distinct words., This follows the requirement
that

-1z

p(j) = 1, since the only N satisfying the requiresment
=]

Sl o

with p(i) = 0.1/j i3 N = 8727. Shannon found this assumption adequate for
his purposes, as he could safely assume p(j) = 0 for j > 8727.

In a different application, assuming that N is known
and the exponent of j is sufficiently close to unity, Lowe(30)has used
the form p(j) = K/j. Since N is known and the sutn of p(j) over j=1, ...,
N must be one, K can be found and is approximately equal to (ln N + y)'l.
{y is Euler's cunstant, equal to about 0,5772,)

Thus,

p(j) = —————— ,
jnn+y)

a forrm useful in analyzing bandpass parameters,

The notation used here is different from Cherry's, for consistency in the
following analysis. This generalization of Zipf's law is due to Mandelbrot,
Variation of the constants has been noted for texts from different languages,
sources, the speech of children and psychotics; see Brillouin (7),
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Let the ranks of the highest- and lowest-ranking words
fing . » -
defining the bandpass be Jmax and Jmin’ as shown in Figure III-5.

Those words with rank j such that Jmin< i< ar~ passed by the filter

max
and therefore are '"content' words,

What criteria can be used in the selection of Jmin
and J ? First, the number of content words is N' = J -J ..,

max max min
and the probalility that any distinct word is a content word is

F = N"I’Nu

A sacond equation to fix Jmax and Jmin can be determined
from the probability that a word selected from the cr lection of text is
a content word. This probability is given by

Jmax

F=) ol

J__.
min

In order to express F in terms of the cutoff ranks, note that

Jmax Jmin
A — ]
F=/, e - ) el
j: i:l
Jma.x Jmin
S P S | .
rTaNey Lo L3
j=i j=1

Yor Jmin > 30 a reasonable approximation is

1116

s i A

e S i

e e e e 3 gt




T

T

Wil

2% N
v

E=.

-

JoR S B,

-

=

[T [ g i

P

F~4

-3

9

R Tl i) e

Figure III-5. Setting Cutoff Parameters

I-17




T ——

1 r 1
F= In N+ y L(anmax+y) - (ln Jmin+ ”) J
In max
- min
. 2.1.1.2 Frequercy-Variance Techniques.

""The hypothesis offered here is that word significance
is indeed a function of frequency of occurrence, but
also of the extent to which this frequency is predictable.
If a reader knows that certain words will occur with high
frequency then thesz words are not necessarily the most
significant to him. The most significant are the highest
frequency words that deviate from the predicted frequency.
Words are significant as subject descriptors, then, in
propoi ion t(;&the difference between their actual and
expected trequencies, ''*

That hypothesis has been applied by Dennis (14), and her

findings are suppcrted by further work by Stone (49) and Stone and Rubinoff (50).

It is to be used in the selection of content stems for the On-Line Retrieval

system,

The basic idea is simply that a word appearing with
moderate or even high average frequency, but with ai uneven distribution
over the document collection, is a good candidate for use as a ''significant"
word, The important feature of this approach is that it takes into con-
sideration the usage of words in documents, not simply the entire document
collection viewed as a continuous text stream.,

% Meadow(35), page 100. Italics are his.

1I1-18
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A word used moderately frequently with a rather uniform
distribution over the document collection does not help in determination
of the salient characteristics of any document. But a nonuniform dis-
tribution indicates that the word is useful in discrimination between
documents, while a moderately high overall frequency indicates that the

word is in general use in the subject discipline.

Dennis determines a single function with a value determined
by the number of occurrences of the word in the entire collection multiplied
by the normalized variation of within-document frequency. This is
generally referred to (for the c"'h werd) as NOCC/EKC. The details of the
computation NOCC/EK  are given in Section VI, 2.1,

L. 2.1.2 Dimension Reduction. Althouglk it is not shown in
Figure III. 3 because it is not necessary for an understanding of the concept

identification and concept vector generation processes, there is a minor
processing step that is performed between statistical filtering and concept
clustering: dimension reduction. Because the occurrence correlation
process must be performed subject to practical computation limits, the
maximum number of component= in an occurrence vector must be reducedx,
The amount of reduction that must be performed will be a function of the
amount of core storage available and the average dimensionality of the
occurrence vectors that remain after processing by the statistical filter,

The observation presented below will be used as the basis
for the reduction process, It is noted that if some components of a vector
must be discarded, then removing the lowest-magnitude components will
introduce the least error into a computstion of the cosine between any

two vectors,

* Dimension reduction is not the only solution, however. An alternate
scheme is considered in Section III. 2.1.4.

uI-19
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The problem of selecting the subset of the basis for a
vector space that minimizes the average error in forming inner products
between any two members of the vector space is not identical to this
problem, and is not considered here. A preliminary investigation of
that problem indicates that the best approximation to all vectors would
require an examination of all the vectors to be approximated. This would

require a separate program for this purpose, which is not desirable.

It is desired to find in _ome m-space an approximation
vector A' to a vector A in n-space, where m < n, and where m-space is a
subspace of n-space. Further, it is desired that A' should be the best
possible m-space approximaliion toA. '"Best approximation'' is taken

to mean 'the A' that maximizes the quotient Q, where
A Z' ",
AR

Q=

This obeservation shows that selecting the m greatest-magnitude components

of A will yield an A' that meets this requirement.

Observation; The best approximation in m-space to a

vector A in n-space, where m < n, is the
vector A', where the components of A'
are the m highest-magnitude components of

A,

Proof:
by definition of vector space,

A =(Aps oo0n A )

n

Let the components of A be renumbered so that Al is the highest magnitude
component, AZ is the next-highest, and eo on,

II1- 20
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A= (Al .. A )

— 3 1
= (Al’ e e Am) by definition of A',

To measure the goodness of the approximation, the inner product between
A and its approximation A' is formed:

m
-
Al _ H i 1 - ]
A A 'AIAI +A2A2 +...+.AmAm =/ Aiﬁs1
i=1
m
2 2 T L2
—A1+{\2+...+Am LAI
i=l

This product will be maximized when each of the A\i has the greatest
magnitude. But this is how the Ai were selected,

Therefore, A'is the best m-space approximation to A,

r.2.1.3 Occurrence Correlation. Although occurrence correlation

is in fact a clustering operation in which the well-known cosine correlation
measure i8 used, it is unlike the typical clustering problem. This is so
because there are estimated to be about 1500 clusters for only 5000

or 8o content stems, so that the average cluster contains only 2bout 3.5
stems.

Figure III-6 shows the flow of information and the processes
involved in dictionary generation, Tape a is the weighted concordance

of content stems, and containe for each stem a variable number of pairs
(document number, weight in document), and the stem itself,

aI- 21
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Figure IlI-6. Overview of Concept Dictionary Generation
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Tape o is passed through a processor (Dimension
Reduction and Stemn Removal) that is required in order to make in-core
processing of the data practical. This program splits stemns and their
vectors onto two tapes, Since theare is a fixed number of stems and they
are in lexicographical order, there is no need to retain the alphanumeric
stems themselves in part of the processing., Tape y contains the stems
in fixed length records (twelve characters).

The vectors are recorded on tape B, after application of
the vector reduction algorithm described in III.2.1.2. This produces
a fixed length vector for each stem. About 25 or 30 document-weight
pairs are expected to be used, based on estimates for the size of various
programs that must manipulate these data in core and about 70 to 80

thousand core locations avaiiahble for large batch processing jobs.

On both tapes § and 7, the information is in fixed length
records, the ordering being the same as the lexicographical order of the
stems., From the 5000 vectors on tape 8 some 1500 key vectors must
th 125, 4g67h)
written on tap2 8, This is done by the process entitled Statistical
?roceuing Phase 1.

be identified, and their sequence numbers (e.g., 27

The approximated vectors for all 5000 content stems,
the atems themselves and the identities of the key stems are all fed into
Statistical Processing Phase II. It correlates each of ths 5000 stems
with the 1500 key stems to produce for each stem a concept vector. The |
vectors are of fix<3 iength, containing perhaps three to five concept
number-weight pairs. The concept numbers are initially generated by thia
routine, which ansociates concept number one with the first key stem, and
8o on,

Final output is the dictionary, on tape .




o e s b

~ on their third field. Then the greatast correlation coefficient is first

The processing problems involved here are somewhat
different from those of normal clustering, since the average cluster
population is only 3.5. In addition, it is desired that this processing
be done in cocre, The method to be used does require calculation of
12,5 % 106 correlation coefficients (cosines), but it does not require their

storage at one time,

Suppose that the correlation between two stems is quite
high, relative to the set of all cosines generated. Then it appears reasonable

to group these two stems together,

In Phase ], first all unordered pairs of stems are corre-
lated. For any coniparison a triplet (i, j, cij) may be formed: iis the
sequence number of the first stem, j the sequence number of the second
stem and cij, is the cosine of the angle between the two vectors. Since
cij = cji' computations are made only for i < j. » .

Triplets are entered into a table of length LA as they
are generated. When the table becomes full, a newly generated triplet
(i, j» cij) is entered in the table replacing an existing (i', j', ci'}') only
wh_en oot is the smallest cosine (see Iil. 3, Correlation Measures) in
the table (cij > ci'j')' Therefore, at the end of this proceu( the table
contains the trip' ‘ts with the largest cosines -~-LA in number, The table
is made as large as possible in order to save co.nputing time for additional
passes, but the programs are designed so that if tha LA largest corve-
lations are not enough a second pass can be nade., This fills the table
with the cosine ranking LA + | through 2 LA, Depending on available
core, the value of LA will probably be about 3500, |

Once the table is generated, the triplota can be sorted

in the table, and so on. From this table, for every tight collection of
stems, one representative stem can be chosen av & key stem or concept, )

I11- 24




Thus, 1500 key stems are identified. InPhase II every
content stem is correlated with the key stems, in order to obtain a short,
fixed length dictionary vector. The highest cosines found and the ~orres-
ponding concept numbers are the contents of this vector, which is the

dictionary entry.

ni.z2.1.4 Alternate Approach Using Binary Vectors, The cdncept A

identification problem is covered in the preceding sections, urder the
assumption that cluster-forming stems are identified by observing the
correlation of content stem vectors containing document-weight data of
reduced dimensionality. This section is concerned with an alternate

approach to the identification of cluster-forining stema; after the identification
of the stems the dictionary genération is unchanged. Binary veciors

share an advantage with weighted vectors of reduced dim.~nsionality; they

require less computer storage than full weighted vectors.

. 2.1.4.1. Characteristics of Binary Correlation Measures. Salton*

identifies several measures in which binary vectors may be used. Con-
ceptually, computing these measures is quite simple. Thea problams
treated in this subsection are those resuliing from the mass of data
involved. | |

It is noted that the nature of these measures admits
to the partitioning of their calculation. For they all iuvolve terms such

as
D D D
T < z ™ .
LY & Loy
=1 1=l i=1

* Reference (5), p. 236. See also Section IIL. 3. 2.

1I1- 25




which can be computed in sections using identities such as

D d1 d2 D
« ol e
= \
i=l i=1l i=d, +1 i=d__ +1

where 1 < d <d2<...<dm<D.

1

INl.2.1.4.2 Representation of Binary Content Stem Qccurrence Vectors

For each content stem, the binary vector can be repre-
sented either by listing the accession numbers* of documents in which
the stem appears or by an actual binary vector in which each bit position
corresponds to a single document, In the latter case, and assuming a
sample of 5000 documents, the vector for each content stem consists
of 50C0 bits or 139 computer words of 36 bits each.

In the former method, since 13 bits uniquely identify a
document within a collection of 5000, two nonzero elements of a vector
may be identified in each computer word, Naturally, the number of words

- required for sach vector is variable. For 5000 documenta and an

average occurrence rate of 2%, the average vector requires 50 words;
this requirement is 250 words if the rate is 10%.

| Thus, the binary vectors for 5000 conten: sterus in a
collection of 5000 documents requires 695, 000 computer words if actual

~ binary representation is used, and something between 250, 000 and 1, 250, 000
words if the documents are explicitly identified,

True accession numbers are not actually required. and may actuallv waste

.- sn8ce. Any means of uniquely identifying the individual documents within
a chosen sample collestion will suffice.

I1- 26
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111, 2.1.4.3
tation of the correlation coefficients are partitioned, the contributions

Multi-Pass Processing, If the summations for compu-

from the first dl documents, the next d2 - dl' etc, are computed. Each
of the m + 1 passes computes the contribution of a set of documents to
each correlation coefficient, but unfortunately, there are 12,5 x 106 such
coefficients, A ranking table technique cannot be employed, since

the magnitude of the contribution of each pass to an individual correlation
coefficient cannot be determined. Thus, about five tapes are generated
as intermediate output {rom each pass., On the final pass, ranking
techniqucs can be used to determine the most highly correlated content
stems, within any desired cutoff level,

The number of passes needed is a linear function of
the number of documents involved; the volume of data generated by each
intermediate pass varies as the square of the number of content stems.

Again assuming 5000 documeats, 5000 content stems
and 100,000 words of core available for vector storage, if a binary
representation of the vectors were employed the number of passes required
would be seven, Figure III-7 illustrates this process.

First, binary concordance data are derived from the
weighted concordance., An initial pass through the correlation program
produces five tapes containing correlation ¢oefficients based or the
first 720 documents (S1 through Ss)*. On additional passes, the
contributions from the other 5280 documents are added in, and one
additional scratch tape is required. Finally, the final calculation and
ranking are performed. '

* The final pass requires dividing by scme quantity such as the product
of sums of squares in the case of all algorithms except the vector dot
products. These data are also totalled, for later division.
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A rough calculation indicates that if disk were used for
intermediate storage, about 112 million characters would be needed.

I'1. 2,1. 4.4 Impacr on Design. Does the use of 3000 rather than
5000 documents make a significant difference? How many occurrences of

a content stem are expected per document, on the average? 1f the number
of occurrences and documents are amall, it is posweible to reduce the
figure of 250, 000 words for the vectors to a figure allowing single pass
in-core processing with a ranking table techuijue,

It is felt that some experimentation with an actual data base
is required before any decisicn to replace the approach of Section III, 2.1, 2
As that approach is known to Be feasible, it is to be used unless an oppor-

tunity for experimentation occure,

I11.2.2 Concept Vector Generation--Dictionary Lookup

Figure III-8 shows schematically the function performed by
the dictionary produced by the occurrence correlation process. There are
about 5000 content stems, of which about 1500 are seiected as key siem
or concepts. The dictionary's purpose is to accept a content stem coﬂlilting
of up to twelve characters and generate a short vector that relates the con-
tent stem to several key stems. The dictionary, therefore, performs a
many-many mapping from tlie set of content stems to the set of key |tc:iu;
and the mapping is a weighted cone,

The programs have bezu designed as modular units. This
allows for changing the correlation measure or the clustering schemes
in the future. In use, the dictioniry accepts free text words through the
stem analyser (III. 1. 2), which also deletes common words. The dictionary
ignores noncontent stems. E
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Many schemes for dictionary lookup are available,
including the symbol trees, key-to-address transformations, balanced
trees and triplet searching algorithms compared by Lowe (29). Hays (21)
gives an introduction to simple tree-structured dictionaries and binary
searching dictionaries, while Brooks and Iversonpresent a detailed

analysis of binary searching algorithms.

In the present case only about 5000 '"content steme"
exist, a number which can easily be loaded into core for searzhing. This
factor indicates that simply binary searching will suffice --and when the
dictionary does not need to be partitioned it is a very rapid method. Even
when partitioning is requircd binary searching is worthy of consideration,
as is indicated in Habit's report (20)of a system utilizing & vocabulary
of some 75, 000 words,

u1. 3 Correlation

In the Cn-Line Retricval system, automatic retrieval
will be based upon a measure of the similarity between concept veciors,
for both query-document and dwum.nt—ddcumént rotrisval npacificlﬁoﬁl.
as deacrit 4 in I01.3,1, Section III. 3. 2 discusses the basis for the
salection of the cosine as tha correhtion measure.

m.3. ery-Document snd Documm Document Rétriml
S as
. The user of the 'yntcm can nquut rctrhul hscd on
a pluin text query. or based on some document in thc data base.’ i hc
elects to uu an ordinary query, then a concept vector, cllldd the qmry
vectcr, io Iormod from his query, \utn; the dictimry lmknp pmoncr |
(and other proguml) u he elects document- docmt corm. the |
document's concopt wctor {s used as the query vector. ln tiehor cuo.
a correlation measure batwuu couccpt nctora l. raqnlrid -
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m. 3.2 Correlation Measures

Salton (44) reviews several correlation measures. One
is the simple vector dot product, and dissimilarities may be considered !
as well as similarities by adding the dct product of the vectors to the dot -
product of their complement. Tanimoto's measure and the cosine have the
advantage of falling in a specified range (0 to 1). In much of the SMART
work the cosine and overlap measures are used,

Euclidean distance between two vectors in the hyperspace
is intuitively attractive as a correlation measure. However, consider

the case in which two concept vectors X and Y are related by the equation

X-a27%.
In other words, the two concept vectors contain identical concept
occurrences and weighte, except for a scalar muliiplier, It is desirable

B - in this case that the correlation measure be 1; however, the Euclidean
distance Letween these two vectors is given by -

 ad -

3 ‘Thus the Euclidean diltmco in this case does not give the desired value
1 » for the correlation measure, On the other hand, the cosine {s given by

Z&X N . |
f 1}."‘1 | | '
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In a broader sense, it is evident that the correlation
measure should be a function of the angle in hyperspace between two
concept vectors, rather than any aort of distance measurement. because
the angle is determined by the relative magnitudes of the vector's
components, rather then their absolute magnitudes. The cosine is
an attractive measure of this angle because its value is 1 if the vectors
are coincident and 0 if they are othogonal. Furthermore, the cosine
function is well-behaved, and its value is always between 0 and 1. For
these reasons, the cosine will be used as the correlation measure.

1.4 File Organization

This secticn discusses the major characteristics of the
file organization that has been selected for the on-line system. A survey
of the various methods of file organization that were studied is presented,
followed by a discussion of clustering techniques, and an evaluation of their
applicability to this effort, The sclected file organization is then
presented, and compared lo the desired characteristics for a cluitering
technique suggested by Ide et, al, (23) in ISR-12,

1. 4.1 Comparison of Various File ngmiittiom

This discussion covers some of the béjciblc ways files
for the on-line system could be organized. Here the problems of corre-
lation algorithms and thesauri are neglected, and emphasis is placed "

‘on the identification of documents with concept vectors sufficiently "élo'u" -

to a given concept vector, 38 measured by an unspecified matching ;lgorlthm.
Linear file searching is immaediately rejected for on-ling use, and it

rapidly becamu apparent that one of the critical probhm. is that of

holding response time at a reasonable level.

It lhéuld be r,ulfxéd that the prum problc’_ni ditlcr-‘} o

greatly from the usual retrieval problem in which searches are bascd
on relational operators and documents are characterised by the presence
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or absence of index terms (such as keywords). Svstems for that problem

have been developed and operate on-line using very large document
collections, Here we are concerned with retrieval based on real document

and query concept vectors. A query concept vector may be generated

as shown in Figure III-8. Query concept vectors may also be derived -

from modification of previously generated vectors by the searcher, and

ek G § i

~ document concept vectors may be used for query whenever docurnent-
document correiation is desired. Their origins affect the analysis below
only in that document-document correlation can result in rather rich query
vectors.

Some of the parameters to be considered are:

a, The accession or internal sequence number of the ;
ji-th document; also, loosely used for the name of ]
the i-th document. In many cases it may Le -
possible and convenient to let a, = i.

D The number of documents in the collection.

N The number of distinct concepts.

i ~ S The total number of occurrences of all concepts
with nonzero weight in the charactervization of the
entire collection.

: cj The concept code for the ith concept; alsc loosely
| o used for the name of the j concept,

I o Cw N The welghi o1 the j th concept in the ith document,
» j Note that this is not the aame wij used in HI. 1.

We have now progressed from the use of stem weightn
to the use of concert weights.

{j) The total number of times the )th concept* appears with
nonsero weight in the entire collection. Therefore,

NOTE: I! the same stemn occurs several times in a document's a‘butnct.
and that stem is uniquely mapped into a single concept, this is

~considered only one concept occurrence, it is expected that the weight
of the concept would be higher if the stem occurred twice. Thus, a
concept is either presen® or absent in a given documnent, and relative
imporunco if present is indicated by its weight.
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h(i) The number of concepts appearing in the im docun
with nonzero weight. Therefore,

S= ) h.

L The number of concepts appearing in a search
request with nonzero weight.

The value returned by the correlation algoritbm
u comparison of the document vector of the
document with the present query vector.

G The number of logical record accesses required
to service a query.

: ; p(j) The prggabthty that a concept in a search query
i is the j concept.

»

Perhaps some explanation of the meaning of G is in
order. Electronic switching times for direct-access storage devices
are generally nesligible in compariscn with other delays. In the presen
case, the primary causes of delay are rotation of the disk and translatic
of the heads. If two logical records have been unrelated in the building
of the files and {f they are referenced one after the other, trtnlk_thh‘ .
of the hexds will be uqnired a certain (large) proportion of the time.
Therefore, 3 quantity to be minimised is G, the number of logical reco-
accesses mquired to service a quary. An addmolul considetttion is
the xe'ltionlhip between physical and logical records, as minimization
of G does no good {f the number of phyoicll reco rdo needed to contain a
logical record is grutly fncreased.

Im1-3%
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For many file organizations, it turns out that the rank-frequency
distribution of concepts can greatly affect mean query response times.
Another important factor is the distribution occcurring in search queries,.

A recent paper(30) gives an analysis of these efiects for some aspects of
conventional keyword retrieval. The fact that these effects exist must be
kept in mind during the present design, for they might influence performance
of the concept-oriented system. As an example selected from that

paper, Figure III-9 shdws the ratio of retrieval time when query keyword
distribution follov:rs a slightly modified version of Zipf's law* to the time

when the distribution is uniform over the vocabulary of keywords. The

file organization in the case illustrated is that of linked lists, also

mentioned below in connection with the present problem.

In the concept-oriented system diiferent thcsauri and content
analysis algorithms are to be used, so very little can be said about the
distributions. Some crude estimates are made here in order that initial

evaluation of file designs may be performed.

The number of concepts appearing in any document with nonzero
weight is assumed to lie between five and fifty, as is the number of concepts
in any search request. ** The collection is assumed to consist of 4v, 000
documents. There are about 1500 distinct concepts. In terms of the
previously defined symbols-

5 < h(i) < 50
5<L<50
D=4 x104
N 21500,

The total number of nonzero-weighted coi :ept occurrences is the

_ * See subsection II11.2,1.1,

" The upper limit would resuit trom document-document correlations.
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sum of h(i) over all documents, so taking the extreme ranges of h(i):

5cs<2x10°,

2x10
The usage of concepts in characterizing the file is unknown, but

the average value is £(j) = S/N.

The remainder of this section is devoted to the examination

of several possible organizations.

111.4.1.1 Planl. In this plan a linked list structure is used. Each

linkage chain corresponds to a concept and each logical record to a document.
Figure III-10 shows this. The contents of a record are simply the concept
vector for the document (all the 'Cj’ wij pairs for which ¢, has nonzero

weight wij in document ai). Record contents are shown in Figure III-11.

Figure Iii-12 schematically illustrates the method of retrieval,
For every concept in the query, a thread (i.e., a linkage chain) is followed.

Each threaded record corresponds to a document, and contains the document's

" concept vector. As soon as that vector is retrieved for a document, it and

the query vector may be processed by the correlation routines, giving a
pair (ai, xi) which is a measure of the relevance of document number a,
to the query. These pairs are entered in a table for eventual ranking

of the retrieved documents,

Two refinements are possible, First, threads for different
concepts of the search query may often intersect. In order to prevent
repeated correlation of identical documents, either one of two methods

\ may be employed. First, a list (of unknown length) of accession

numbers previously checked may be kept in order that processing of a
document concept vector is avoided if that documert has zlready been
encountered, Alternately, since the codes of all relevant concepts appear

in the concept vector of the docurnent, if one of thesz is the same as the
concept naming a thread already processed then the present document may

be skipped.

——— T —.
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The second refinement avoids concern with a potentially large
ranking table. One can determine a reasonable maximum number of documents

for a request*, and so fix the table size. A pointer is assigned to the
smallest table entry (i.e., the ieast relev.at document), and then after the
-table pecomes full new enlsies are added only if they are larzer (in terms ¢

relevance) than the present smallest entry.

Consider now the response expected from this organization. There
are L threads to be followed, the threac named by c, consisting of £(j)
linked records. If it is assumed that a uniform distribution exists then
£(j) = S/N, and so the number of logical record accesses is G = L(S/N).
Using the estimated ranges of 1, S, and N, the value of G lies between
7x102 and 7 x 104, Even wita reasonably rapid diakl. the lower number

e o

is rather high for effective operation.

.___._,_.,_,..-..

(It should be mentioned that in this application one of the advantages
of threaded lists has been lost, Generally, they find their application when
the intersection of several threads is desired; then the secarch can be
performed on the shortest list. In this case, however, it is possible for
a document to possess a weight of ‘sero on one of the query concepts, but
still rank sufficiently high to be a desired "hit". )

M. 4.1.2 Plan Plan 2. - This lchome makes use of a fﬂe of accession aumbers,

-invomd by conceptl. It concept 3 j appears in document a with weight
w20, ‘then the accession number L appears in the list with name c.. A

‘ncond file contains docnmont concopt vectors, named by thoir docament's
accouion number. Figure III-13 illustrates thh scheme.

- MR N 3 AN A QDS RTINSV 1 RN N

g m order to service a qnory. for ewry concopt in the query
 that concopt'n invcrtod list is accessed. For every accession number in
~tho inverted list, there exists a document vector named by the document's

! uctulon mbu. Thc docnmoat nctorl my be npplhd one at a tlmo to

. ‘-}'* ) For ontun fexibility, this should be programmed parameterically.
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the correlation algorithm, which produces a value x;, to be entered with a,
into the ranking table. The ranking table overflow procedures mentioned for
Filan 1 may be applied.

If the query concepts are Cov eoes €0 s then the number of record
1 L

accesses required is:

G=L+
i
G = L (1 + S/N), a result even wcrse than that obtained previously.

f(r ), and when f(rj) = S/N is assumed, then

31[* a3

I11.4.1.3 Plan3. This is essentially a refidement of Plan 2. In it the
repeated accession of the same document vector is avoided. This can be
akccomplinhed» either by forming the union of L retrieved inverted lists of
zccession numbers before retrieval of any document vectors, or by
keeping a ''checkoff" list of accession numbers already found and ignoring
any accession numbers already on that list,

Two extremes in the number of logical record accesses required
dapend on the request vector. Either extreme is unlikely, but the actual
effect will lie ‘somewhere between them. In the first, the intersection

- of all the inverted lists named hy the query concepts is null, and so no
~ gein ruulto. In the second, all the inverted lists are identical, so

G= 1+ 8/N. 8till, the values of G lie bctween 2x 102 and 2 x 10 for the

. _lowor.a:tnmq case and between 7 x 10_2, and 7 x 10% for the upper.

e Il 4.3.4 Phn 4. " There is, hmnr; an additional refinement, Un-

fortuutoly. 1t {e difficult to estimate the gains that would result beclnu '

e of lack of Mormntion on the contents and clucmcltion of the documents,
but thc mothod can be oumncd.

The vertcd lists of docnnunt :ccouion mmbor- must be

N ltoud so that tho mbcu are in order, _ In forming the nnlon. the primary

-4
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operation is rnerging a list just retrieved into the existing list, so that the
generated list contains all the relevant accession numbers in order. A
single document vector requires relatively little storage--so a physical
record or "bucket' that may be accessed from disk at one time can contain
several such vectors. Suppose ihat the vectors are stored in buckets in
order of accession numbers. Then, as shown in Figure III-14, the union
of inverted lists may be scanned in order and relevant buckets retrieved.
Document vectors present in a retrieved bucket which correspond to
accession numbers in the union inverted list may immediately be processed
and assigned their x, values; the other v-ctors are disregarded.

It can be seen that this approach can reduce the numbe: of
accesses required since a single-access picks up 2t least one document
vector. Let an average of b vectors be contained in a bucket. The
anaiysis begins like the classical occupancy problem*. If r balls are placed
in n cells "at random''*#, the probability that m cells are empty is
pm(r, n). In the present case the number of cells is the number of buckets
in the system: D/b. The number of relevant document vectors to be
retrieved is r; the number of buckcis containin~ no relevant document vectors
is m. Therefore, n - m = D/b - m buckets must be retrieved, so

n . _
G= '_ (n -m)pm(r. n), the expected sumber of accesses
n=l ' L

required to service # !"CWC“. Svnbltituttng' for the piobjbilltyi

n a-m | o | r‘ |
G=jtmmy(ny, 07 (-—-—";‘”); (l —Riy “‘;‘") .

me} vz

. _
See reference (17), page 91.

** The brobabmty of each srrangement is n”",
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When more information is known about the values of the variables, this -
analysis may be expaaded. It is reasonable to believe that a Poisson
distribution can be assumed, if accession numbers are arbitrarily assi -d

to documents. But further improveraents are possible if the assignmer
is not arbitrary.

The term "accession number" hae been used to designate som
document identifier, and such a number may be internal to the system.
Suppose that these numbers are assigned to documents after a prelimin v
classification pass. Just as documents that are (in some sense) relatet
are found adjacent in the one-dimensional space of library shelves, the
concept vectors for these documents would tend to be close to one anoth -
and thep similar documents would be grouped in the same buckets. -
Obviously, this would reduce G greatly. The mapping would not group
all relevant documents for any request--if it could, concept vectors wo «d
not be neeaed at all. But a gocd mapping (or concept vector transforma ,n)
would help quite a bit. Two preliminary suggestions for this follow.

Using some measurc of '"distance'’ (cosine, for example), a ‘£
packing penalty matrix (31)could be formed by the difference hMen th
matrix conoisting of all ones and the document-document dictance
matrix, Assignment of documents to hucketc could then be pcr!omed '
oy use of one of the recently devekoped packing algorithmc (3.

1
-

_ S _ A second approach would he to group documenn by their cm
1 : | _ of greatest weight. This would ! e much simpler to implement thm th-
Iint otuck mentioned nhan. and it might work as well.

II.4.1.5 Plan 5. As shown in Figure m-15. this drg’mi:atlon has on
inverted file Ior etch concept. in every file there exists both the acced n
. | '~ number for every document in which the concept naming the file apmm
S with nonsero waiyk and the associated document vector. Obviouly.
only one file accqn is roquirod for each eoncept in the qnory vector: Gn
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But as the inverted files are rery large, many disk accesses may be required,

For instance, assume f(j) = S/N and h{i) lies between five and fifty, This
means that every inverted file contains between 2 x 102 and 2 x lO5 accession
numbers and concept vectors, and that every concept vector contains from
five to fifty nonzero concept weights and the corresponding corcept codes.
Assumptions on packing of data into conputer words indicate values on
inverted file sizes to range between 103 and 107 words each, and there are as

many files as concepts in the system.

It should be noted that for some applicaticns, particularly when
storage with Data Cell-like characteristics is employed, this scheme
might be a good one. For instance, if the average concept appears in
2000 documents, and the average document is characterized by 17.5

concepts, inverted file size is 35, 000 words.

I11.4.1.6 Plan 6. This plan requires only L file accesses, and avoids
large inverted files, However, it has other disadvantages (some of which
are resoclved in Plan 7).

Inverted files are named by concepts, as shown in Figure III-15.
Each such file contains every accession number Whe:e the concept appears
with nongero weight, and the weight. So the jt%l such file is “pamed c j and
contains f(j) pairs of accession number and weight. Such a pair could
probably be packed into a word; therefore, a file containg between 2 x 102

and 2 x 104 words with 2000 a likely figure,

But the set of concept vectors to be matched with the query
vector is built up by concept (column by column as shown in Figure IJI-16).
Ranking must be done by documnent, in a row by row manner. This means
that before any document may be rejected, the entire document-concept array
muat be constructed, This can be huge, and since it is constructed in a |

sequence different from that of the use of its componcents, it is desirable
to keep it all in core at one time.
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A method of overcoming these difficulties is discussed below. ]

III.4.1.7 Plan 7, This is a modification of Plan 6, in which difficulty

of manipulation and storage limitations are evident. In Plans 1 through 5,

it is possible to obtain correlation values for documents one at a time. Thisi
makes it possible to reject the less promising documents, and arrive at a
list of the most highly ranked documents. To modify Plan 6 in order

to achieve a similar éffect, the inverted files used there may be partitioned
into buckets. This is shown in Figure III-17.

Suppose that the first document-concept table is built up as in
Plan 5, but considering only a; though ag_1 where K is a parameter
chosen as a function of available core space and disk blocking. Then
complete data for assigning correlation values for these documents may be
entered in a table no greater than K-by-L in size. The data in
this table can be processed and the ranking table formation begun. This
are considered, and

requires L file accesses. Next a,, through a

K 2K-1
the previous contents of the document-concept table can be destroyed. As

this process continues, the relevant documents with lowest correlation
values can be removed from the ranking table. An additional advantage
to this method is that if a fixed size document-concept table is employed, then’

the entries can be identified by position alcae.

Plan 6 would result in a value of G = L file accesses, but since 5
the inverted files can be quite long this might result in many more disk
accesses, In Plan 7, a sweep must be made through the concept vector file .
for each partitior. of the set of accession numbers. But the buckets
of inverted files retrieved may be made small enough to be retrieved in
one disk access. Therefore, G < LD/K. '"Holes" in the list of relevant
accession numbers reduce G from its maximum value.

;y*.! :‘“E’ﬁ:,‘;ﬁ- g
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111.4. 2 Document Clustering and File Structures for the Qn-Line System

This discussion treats document clustering techniques and their
applicability to the file organization problems of the On-Line System.

The usefulness of automatic classification of document collections
is widely recognized, Everyday experience yields many examples where
clustering has been found useful in a variety of retrieval applications.
For example, Doyle(15) points out that ''Stores and supermarkets have
things arranged in orderly fashion. ..newspapers have different kinds of news
and advertisements bunched in certain sections.' Even the stacks in a
library, the manual information retrieval system most nearly resembling
a mechanized information retrieval system, are organized by cateﬁory
to facilitate human searching of the stacks. Hints at this approach have

been made in previous sections,

The extension of the idea of classification for ease of rctriekval'
to mechanized information retrieval systems, then, is a natural one.
Even for systems operating in the batch mode, motivation for
document clustering has been found, as shown by Borko"s {5) atateinent:

"It is possible,..to eliminate classification entirely and

search the entire document file,.. However, ... this is

an inefficient search strategy. The storage of a large

collection of documents would require a number of reels

of magnetic tape, and it would be time-consuming to serially
scarch through all these tapes, Certainly it would be more

efficient if one could be reasonably certain that the desired

documents are all located in one place. Thie is preciuly

what clauiﬁcttion is supposed to accamplish...".

The use of on-line information retrieval systems has int'emuhd" ‘

interest in document clustering. As pointed out by Lesser (27). a batch
processing system can accumulate a large number of queries, and thon :

- 53




search the whole document collection, processing all the queries at once. An
on-line system, however, must process one query at a time; a complete
search of the file for each query is not economical for large document
collections. Lesser proposed the use of a two-level search, along with
document clustering, to perform the retrieval process in on-line systems:

1) find the clusters whose centroids are most correlated
with the query;

2) search the selected clusters for docummicnts that fulfill -
the query.

The reasons for using docurnent clustering in a mechanized

‘ information retrieval system, then, are two: the general argument that

greater efficiency can be obtained by restricting the search size; and the
argument based on the necessity for on-line systems to handle single
>queriel. Because of the size of the data base to be used for this project,
manual classificaiion is impossible; therefore, the followihg discussion of
classification techaiques covers only automatic classification.

~ Early techniques for automatic document classification used
s similarity matrix. For a collection of D documents, a D x D matrix
‘was computed, whose entries were some méuure of the similarity between
two documents. ‘rhg maasures of sim:ilarity used were usually symmetric,
so that about only D lZ entries were stored. In practice, the matrices
‘were found to be only about 10% occupied, further reducing the number
:d entries stored tb about Dzl 2V, In one experiment, a similarity matrix
with 400, 000 posaible entries contaized only about 48, 000 and took about
s minute to compute (251 '

Un!ortmutcly. the ﬂu of the limusﬂty matrix growe with the
an;n of the sise of the docwnent collection; the computer time required
tot the necessary cemwtations also increasas at least as rapidly. Maron (34)
nuut- a two-part clustering technique to avoid some of this undesirable
gronh In Maron's technique, the docnmenta are {irst prcprocuud and
uoip-d to & few macro categories; in later processing runs, each macro
category is subdivided into categories. ~
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Maron's technique undoubtedly makes automatic clustering

feasible in some marginal applicaticns; however, the problem of rapid

 growth of storage requirement and computer time requirement is merely
postponed and not avoided.

Doyle (15)has suggested a clustering algorithm that greatly
reduces the growth rate of storage and running time requirements ss the
size of the document collection increases. This algorithm campletely
avoids the computation of a similarity matrix. Starting with some initial
classification scheme, some sort of concept centrcid is computed for each
cluster. Once this ia done, each document in the collection is scored
against the centroid of each cluster; a new clus térlng is then formed,
with each document placed in the cluster whose centroid correlates most

~ highly with the document's concept vector. The process is reped,cd until

two successive iterations produce identical clusterings. The computer
time required for this process varies as D log, D, where r is ipproximltoly
ten. * Core storage requirements vary linnriy with the sise of the do«:umont
wllection and the number of clusters to be formed,

Doyle's algorithm appears to be an 'impoﬂant advance m‘ the .
state-of-the-art of automatic document classification. How sver, it is not ,
prudent to apply Doyle a chutertng algorithm inducrhninauly :imply bccsuu ,
it is an improvement over prwion- methods; the costs associated with ,
document clustering are still very high, and should not be borne mocunrﬂy.

Suppose a collection of one thouund documonn can be clnltand in one hour. -

Then Doyle's algorithm requires thirteen hmu to cluster a collacﬂon oi tans -
thousand documents, and oighty~thru days for a milllon-dotumcnt _
collection {13), Although mghbthru days of compnter ttmo muht seem l ,

*ris equal to the number of clusters formed, if this mhr is hold cW : '
throughmt the process.. Using the reullly deri:ed rohttouh(p log X h b

lo(bx In a

Dlog D=KDInD, where K = 1;‘ .
» ¢

mi- 58




bargain when compared to the 120 years that would be needed to perform
the same task using the similarity matrix approach, usage of such a large
amount of computer time clearly must not be undertaken unnecessarily.

A further difficulty in the use of Doyle's algorithm relates
to itl performance. It has been found that the final clusters produced by
Doyle's algorithm are strongly dependent on the initial clustering arrange-
- ment, In fact, it has been suggested that for best results, the initial
document clusters should be generated manually! (6) The design requirements
~ for the On-Line System preclude this.

It seems reasonable to summarize the current status of automatic
document clustering by stating that methods exist that can give satisfactory
results if one is willing to pay the price in terms of computer time,
programming complexity, and possible difficulties if the initial clusters are
not sufficiently good. ’

_ The stage is now set for consideration of the clustering require-
in_.n_tc for this project. The On-Line System will have aot one, but three
‘ddstinct files to which it will have access; coixc’ept vectors, bibliographic
. data, and the document collec*ion itself. The data have been separated
‘in this manner to permit different file structures and storage devices of
| different lp«d: to be used for thc three Illel. because of their wtdely
‘ diflcunt access requinmonto. :
L 'rhc rolu phyod by thue t.hreo mu are bast illustrated by
‘ m .xaminttion of the sequence of opornuono that would take phce while a
- user exercised the system. The nur types in his query; the system then
~ forms a query vector. The system retrieves from the concept vector
- file all possibly relevant document concept vectors, and compares them
‘ with the query vector, rarking the.mlccarékng to their correlation
~ with the @ery vector. The user then has the option of printing various
: cclnbh;tionn of accession numbers, titles, authors, and actual documents.




Presumably, he would browse through the bibliographic information, then
perhaps direct one or more abstracts to be printed either at his remote
gtation or at the central computer facility, and then, using this information,
reformulate his query in some manner. This process continues until the
user obtains the information he seeks. The flowcheart of Figure 1I1-18
illustrates the major elements of this process. o »

The access requirements for each file are determined by the
way in which it is used, The bibliographic and document files are discussed
first, because they are the most straightforward, and then the concept
vector file is considered.

The bibliographic and document files are not used by the system
in processing a search request; therefore, their access requirements are
determined solely by the requirement to avoid excessive delays |
for the user of the system, From the user's point of view, the ideal system
response to a multiple-document request from the bibliographic or document
file would be achieved if printing of the requasted information pro'ceefdcd"
without interruption once it begin. Thus, at a printing rate uf ten 'chgractqr-
per second, this means that the maximum acceptable access times for -
the bibliographic and document files are about one second and one minute,
respectively. Of course, it would be desirsble to be able to retrieve the.
first document to be priuted in less thnn one mimta. if thil can b. don. at
a reasonable cost. ’

‘rhe access requirements for the bibliognph and document ﬁlu,
then, are not difficult to utia!y. Tho concept voctor x’ile. however. h‘l
very different access time reqx:iremento. that pou s far mou difﬁcult
problem ir systemn design. It is not mm:icnt to set some ubitnry _
standard for the retrieval of auy single vector; the requirement must instead
be stated in terms of groups of vectors, To muotnu this, suppose it
is desired tc have the system respond to a query within ten seconds, Suppon

also that the worst case processing of a query muy necessitate the ennpruu -

_of a query vector with three thousand concopt vectors. tlu access
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requirement is expressed in terms of single vectors, the average acces
time for any vector must be less than three milliseconds! Clearly this.
is unachievable., If the concept vectors to be processed are retrieved ir
ten groups, however, the average access time per group‘becomes one
second. This goal is more reasonable. The only problem remaining is
the selection of a file'organization to guarantee that all relevant concept
vector.s will appear within a small number of groups.

I1.4.3 Selected File Organization .

The different access time requirements for the three files
that make up the on-iine system suggest that the three files might be
located at three different levels of a hierarchical storage system. The

concept vector file must be stored in the quickest-access device availab .

or else replicated on a slow-access device; the bibliographic data can b
storg:d in a slower storage device, and the document file can be stored i
an cven slower device. Thus, if the on-line systemn were to be implem§
on a ¢c.mpuler ajmtem with a2 number of different levels of auxiliary
stovage, cost savings conld be achicved by storing the massive data bhas
on a slower-speed device than the one used for the concept vector file.

Un!ortunately, the peripheral complement of the coxnputex- re
quires that ull three {iles be stored on disk. The access speed reqmte!
muet be met by {ile structure design alone. The bibliogrtphic md doeﬂ:
files can be crganiud on ditk by accessicn number; accen to aay recc)
will be within tne requiremenu. ’ '

o g o N S
It appears at first glance that the hest way to orgat’ize the -
voncept vector file is to use one of the document clniteﬁng dgori‘h’mh-;

- discussed sbove to place related concepﬁ vectou clrse to one anether. ;

Unformnately. howaver, theae clustering algoﬁth:na do rmt guu'antes tl
all concept vectors that may be relevant ta a given’ query vecmr will be
located in a reasonable number of clusters. 1f a query vector is mﬁicﬂ
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uncorrelated with every cluster center, the concept vectors that are
highly correlated with the query vector will be distributed throughout
allarge number of clusters, requiring a large number of file accecses,
This possibility is most undesirable. Zven more undesirable, however,
is the possibility that the system miay fail to retrieve a relevant document
in this situtation. Therefore, this method of organizing the concept
vector file must be rejected.

This rejection of the use of a clustering algorithm for the
concept vector file does not imply a criticism of the use of these techniques
for their intended applications; rather, it is simply a recognition that the
concept vector file is not similar erough to these applications to use
the same file organizatior that is excellent for the application of a heuristic
retrieval technique, that will retrieve most of the desired documents
within a short time, most of the time. This application, however, requires
an algorithmic retrieval technique; every concept vector that may be
highly correlated with the query vector must always be retrieved within
a specified time. A file organisation that achieves these goals has been
developed.

The organization recommended for the concept vector file fulfills
the daal requirements of rapid and exhaustive retrieval of all desired
concept vectors. The selected organization is a modification of Plan 5 of
Section III. 5. 1. There will be one inverted {ile for each concept; the
concept naming the file appears with nonsero weight, and the concept vector.
Only one file access will be required for eech concept in the query vector. If
the fanuge number of nonzero concepts per concept vector is j, the file
of concept vectors will contain N = jiD entries, where D is tha number of
documents in the file. For j = :) and D = 40, 000, N = 2,000, 000; if each
record is stored in twenty words, then 40, 000, 000 words cf random-access
storage will be required for the corcapt vector file.

As mentioned in SectionIll. 5.1, Plan 5 has two major drawbacks;
 esch inverted filc may require several disk accesses to retrieve it, and the

¢
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storage space occupied by the entire file is rather large. This organization
is obviously best suited for uase with a Data Cell or similar stoerage device;
moreover, since a Data Cell is normally required for the sconomical
operation of a large data base information storage and retrieval system, it
is not unreasonable to use a small portion of the Data Cell's storage
capacity for indexing information.

The RADC computer is not equipped with a Data Cell type device.
This can be overcome by simulating the desired file structure using a
linked list. Each inverted list will be simulated by one linked lisi; therefore,
only one co?yof each concept vector will be stored en disk. Clearly, a
sacrifice ‘'of execution efficiency has been made ir order to adapt the file
structure to available hardware; however, even this arrangement will
permit an evaluation oi the basi;: ideas that form the basis for the design
of this system,

Section III. 4, 2 suggests file structures for the on-line system,
contrasting the organization suggested for the concept vector file with
previous clustering techniques, It is also useful, however, to evaluaute
the suggested organization's performar{ce as a clustering method. Further,
because the on-line system can be used for experimentation with various
clustering methods, the suitability of the recommended file structure

as a test bed alsc must be considered.

To compare the concept vector file structure with previous
clustering techniques, a look at the objectives of previous work is usefui.
Typical is the discussion by Ide et, al. (23)in ISR-12; ’

'"if 109, 000 docurnents could be usefully grouped into 1000

groups of 2000 documents each, . . ., only about 3000 compariuom.
as opposed to 100, 000, would be needed to find most of the
documents relevant to a given query."

This statement implies that the clustered document collection will be about
twenty times the size of the original, or that an average of twenty copies
of each item in the collection will be made.
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How does the concept vector file structure recomnmended above
compare with these goals? The following analysis enables a comparison
to be made. The notation used here is that of Section III. 4. 2, with the
addition of a few parameters,

r(i) the number of copies of the concept vector of the ith
document in the clustered concept vector file,
B the number of words of storage in one physical record.

E the number of words of mass storage occupied by the
concept vector file.

P the number of concept-weight pairs per word.

k(j) the numberof physical records required to contain
the inverted file j.

t(1l) the number of physical accesses needed to process a
request of { concepts.

g (§) the number of correlations needed to process a request
of { concepts. -

Vi a concept vector; that is, a set of concept-weight pairs.
In the file structure suggested above, the clustered file will
consist of N lists inverted by conrepts. * Thus, each inverted list is
associated with a unique concept, and can be named by the c, associated .
with that concept. The number of eniries in inverted list c. is equal to
£(j), the number of times the j"'h concept occurs in the entixJ'e collection.
Thus, the concept vector file will contair one conc2pt vector for each

concept occurrence in the original concept vector collection. Thus,

the number of cancept vectors in the file is given by
N

S=, ().

/
[

=1

The number of copies of each concept vector in the file is given by

r(i) = h(i),

- % To distinguish between the entire file and the group of all concept vectors
containing a given conceot, the terms 'file'' and "list" are used, respectively.
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so the average number of copies of each concept vector is

S )

: j=1 S :
r(i) = %\1 = N = 1(j) .

The size of the concept vector file can now be evaluated. The size is '

given by

. _TE D T
P

)% D i} s?p
P NP

Estimated values for P and D of 2 and 40; 000 respectively, can
be given with some confidence. It is more difficult, however, to estimate
f(j) without additional experience with the data base; 30 has been selected
on purely intuitive basis, This would mean that the concept vector file
would occupy 18, 000, 000 words of mass storage.* Note, however, that
the uncertainty in the estimate of £(j) makes the estimate of E very

uncertain, because E varies as the square of {{j).

Now that the size of the file has parametrically been determined,
what is its performance? More specifically, how many physical accesses
to the file are required to process a query? ' Inverted file cj will contain
f(j) concept vectors. Thus*x*

k(j) = {_ i —l+1

D B P
where 7(j) =Z B(i, j) h(i) and ﬂ(i,j) = 1le cj' wj (Vi & wj >0
i=1 0 otherwise.

* This can be reduced by simulating the inverted lists with linked lists.

X Note " I—x.l" is used to denote '"the smalleat integer not less than x'.
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To compute the average for k(j), the average probability that

B(i,j) = 1 for some i is given by -LNQL In the average, then, 7(j) becomes

=2 .

v

and therefore

k(j) =‘-__Ef)i_.“ , |
BPN

Now it is possible to obtain numerical estimates for k (j). Using (
100, 2, and 1500 for B, P, and N respectively, the estimate for k(j) is

kG =1,
which merely states that most of the inverted lists will fit into one physical ’

' record of 100 words. This means that the number of physical accesses
| needed to process a query of 4 concepts is approximated by, on the average,

T =4 =

Now that the necessary estimates have been found, the character-
istics of this file structure can be compared to the general goals outlined
by lde et. al.(23) in ISR-12. Figure III-19 summarizes the overall
characteristics of the technique suggested by ISR-12 and this report. é
The ratio of file size to original collection size is #imilar for both methods,

as is the number of groups. The number of comparisons to service a

query is much lower for this organization, but the meaning of this comparison
is not clear because ISR-12 does not give the assumptions on which their
computations were based. In general, then, the proposed file structure has

PR Ry Saor

somewhat more groups and makes somewhat more copies of each concept
vector than might be ideal for a clustering algorithm; however, it is probably -

* This is an approximation because there will be some inverted lists that
will not fit into one physical record; meaningful estimation of the number
of such lists is not possible at this time.
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File Size
Collection Size

' Number of Clusters

Number of Comparisons

to Service a Request 3000 300

Coliection Size, Document 100, 000 40, 000

Figure II11-19. Comparison of Clustering T’echnigl;“ " : |
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more efficient in terms of the number of comparisons that must be
performed.

It is not surprising that the overall performance characteristics
of this structure are qualitatively similar to what might be achieved with
& clustering ilgorithm. For although this file structure appears to be a
simple inverted list organization, and superficially resembles coordinate
indexing, in reality the information developed by the occurrence
correlation process has been used to organize the collection into groups.
This is an economical way to perform document clustering; concept
identification and docurnent clustering are conceptually identical processes,
Because both processes are quite lengthy, it is worthwhile to perform
both operations as one process,

~ The suggested file organization must also be useful as a
portion of a system that is itself a t:st bed. Thus, this particular file
organization must have some usefulness itself for testing purposes, as
well as permitting other file structures to be tested.

-~ This file structure has cne main characteristic that distinguishes

B frci_n nearly every other structure; every concept vector that could

possibly have nonzero correlation with the query vector will always be -
accessed. Thus, ‘this organization can be used as a standard to test other

: k.ltrnct\’trn.“ Recail has been tested in the past by obtaining all relevant
ddcuﬁonto»thrmh plin-tiktng manual searching of the ‘ata base; in this

’ clu.» cbanges in recall due to variations in the file structures can be
measured by mnning the on-line system with this structure, and then

' nloudin' the file with the test ntructure. and inurting thé same queries.

_ - The uyltem » cumpltibmty with various file structures is a
prqummiu detail and a0t & fila structure characteristic. This structure
should, of course, be set up with a cantroid for each cluster; the centroid
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will be a concept vector with all entries zero except for the concept naming
thai cluster. The system will retrieve by first scanning the centroids;
only the centroids of the concepts in the query will correlate at all with

the query. In this manner, the inverted list structure will be compatible
with other clustering methods. ‘
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" other hand, the experienced user wants to be able to marshal every last

SECTION IV

MAN-MACHINE DIALOGUE

The heart of the On-Line System is the software module which
governs communications between the user and the system. This module--
the dialogue processor-- also performs theoex;cutive function of the
On-Line Systemn. It calls on the routines which perform stem analysis,
retrieval, ranking, dictionary lookup and all the other functions. it
solicits queries and commands from the remote user, causes search

queries to be executed, and reports and stores the results and generally
leads the user through the array of tools available to him in his searching
of the data base. The dialogue processor is, therefore, a communications
package, a training aid, a file building program and an executive program
all in one. |

Iv.1 General Design

The dialogue processor is designed, insofar as its functional
characteristics appear to the user, with the overriding concept that
different users of differing ability, needs, familiarity and goals will at
various times attempt to use the system. In order for these atiempts to
succeed, the system must be geared to the user. The experienced user
will not tolerate the delays incurred as lengthy tutorial menaagéc’nrd
printed at the Teletype terminal; the inexperienced user will flounder without
them. The inexperienced user wants to be led through the operation of the
system; he does rot, however, wish t0 be asked questions nbontbop,tiond
employment of system functions with which he is not familiar, On the o

resource of the systern. Finally, the inexperienced user should not be
kept in a cocoon forever, and he must be at least given the opportunity
to obtain an explanation of tho varjous available features of the system.
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Iv.1.1 Flowchart Notation

The flowcharts in this Chapter are somewhat lengthy, so the
following convention has been made in order that the reader may find the
location of remote connectors. Connector names are of the form ''xx-nn",
where the ""xx'' portion i3 a numeric connector designator for the minor
entry points or a minemonic designator for major portions of the dialogue
processor. The sheet of flowchart o which the entry point is located iz
sheet number ''nn'".

Conventional flowchart symbols are used with one excepticn.
For brevity, when the user is asked a question which may be answared

“'yes" or ''mo'", the input/output symbol also indicates the resulting branch

\‘
Pring -~ ~ .y R
Moore? [ > - - C—

e
\

Figure IV-1, Input/Output/ Branch Combination

ia control flow; e. 3.

IV.2  Functional Description of the Basic Dialogue Processor

The fundamental method of operation is embodied in the concept

of a m sequeace. Initially, the user sets up a retrieval cortnmand
based on words. He is then given the opportunity to inspect the rescits
“of the retrieval, to modify the query or to discontinue the query sequence.
Dnﬂng suck a query sequence, a file of retrieved documents is huilt up,
 The three basic bptions available to the inexperienced user are: |

"END" . Terminate this search query sequence in order
: to start a new sequence or sign off.
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"MOD" Modify or replace the present query and continu
the present query sequence.
"DoCc" Print data for documents retrieved during this

sequeuce, or any Jocumsants of known accession
number. The user is given a choice of the data
to be printed,

automatically for the inexperienced user.

documents. Since the file is built up by the process of executing differe
retrieval requests, the re-retrieval of documents already retrieved onc
during the sequence may be inhibited at the user's choice,

If bibliographic data for a document have been printed once .

data printed again. Such printing is inhibited, but the user (even the
inexperienced user) can override this inhibition,

In addition to the various cptions available, there are several
modes of operation. An example i3 the ""terse' mode, in which meua‘c
printed for the user are in an abbreviated form. The inexperienced
user operates in ''normel' mode, and need not concern himself with the:
other zvailable modes. -

v. 2.1 The Temporary File

Every time a retrieval is successfully executed du'ﬂug x qnut

sequence, information concerning the documents retrieved is added
to the temporary file. The highest-ranked documents are placed ﬂ,ut,
cortinuing until all retrieved documents have been phced in the file or'e
the file is full, The file capacity is 50 documents. Before a retrieval |
io: executed, the user is informed that the file is presently empty, or"‘i-
informred of the remaining space and asked if additionsl space is requires

~ or told that the file is full and that additional space must be crested.

CIvel

Ten other opticns exist, and some of these are actuzlly enter«

While building the temporary file, the user can deiete irrelav

during a single query sequence, it is unlikely that the user will want the:
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During any query sequence, each retrieved document is assigned
a temporary identification number. This number is used only for convenience,
since it is much shorter than the document's accession number. The user
may need to specify a document for deletion from the temporary file, for

the printing of Sibliographic data or of the document itself, or for document-
document correlation.

The temporary file contains only the following information:

1) Accession number;
2) Temporary identification number;
3) Flag indicating if the last executed retrieval

retrieved the document;

4) Flag indicating if the bibliographic data for the
- document have been printed and the printing inhibition
not removed;

5) Correlation obtained during the last retrieval of the
document;
6) Rank obtained during the last retrievai of the document.

In addition to the temporary tile, there is a list of documents
whose retrieval is excluded. These are docurnents which have been

retrieved at least once uuring the retrieval process, that the user does
not want to re-retrieve.

iv.2.2 The Query Types

Iiitially, a set of query w~ords is entered by the user. A file
containing these words, their stems and weighted mapping into concepts
is established. For additional retrievals during the query sequence, the
file may be cleared and u new query entered. Or words may be deleted,
added or replicated, building on the initial query.

After a rotrieval, the query concept vector is retained. If the
next retrieval is based on query words, the query concept vector is simply
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cleared and a new vector constructed ‘rom the query word file. In the
case of document-document correlation, the user may either build on

the existing query concept vector or generate an entirely new one,

It is also possible for the user to manipuiate the query concept

vector directly,

Iv.2.3 Levels of Document Info.-mation

Information concerning documents is available on three levels,
First is the temporary file information, obviously available only for
documents retrieved during the present query sequence. The only

permanent information in the file is the document's accession number.

There are also the bibliographic data, with such elements as
author, title, date, etc. These data may be printed in a relatively short
time, and the user may obtzin them for either doculaents in the temporary

file or for any other docurment whose accession number is known.

Finally, there are the documents themselves. These can be
obtained in the samg manner as the bibliographic data, and, of course,
are comparatively lengthy. (In the presently contemplated data base,

the "documents' are in fact abstracts of other documents. )

Iv.3 Operation of the System by the Inexperienced User

The flowchart TYRO (Figure IV-2) indicates functinnally
how the man-machine dialogue would appear to a user who uses only
the options "MOD'", "LOC'", and "END", and operatés only in normal
mode. That is also described in the text below.

When the user first enters the on-line system, he is asked if
normal operation is desired. An answer of ''"NO' resvits in a request for
mode flag settings and an option selection, but here it is assumed that
normal operation is indeed wanted. The user is then directed to enter

initial query words.
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User Calls
System

"Normal"

Operation
Desirced

User Selects
Mode and May
Branch to any of

13 Options

X Request New 7

Print
Noncommon
\ /

2-1

Perform Retrieval
of up to 50
Documents

v

Print Number of/
Documents

\ \
. -of Query in )——-——— of
Diction Error

Query  /

Is this .~
First Query in
Sequence

Print Cauge

/
)
Y
! .
Ne _—
Documen\ts N 3.2
Retrieved

Retrieved /

TYRO 1
Figure IV-2, TYRO
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Been
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Print
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Data
Figure IV-2, TYRO (Cont'd.) TYRO 2
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of Options
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Them)

v
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System

Terminate Use

Clear All Requests
N of this Query
Sequence

Wﬂw User
Optio

n Name
lelid"

Beanch \ NOTE: There are Ten Options
to the not shown in this elementury
Cption flowchart,
_"'_
Figure IV-2. TYRO (Cont'd,) TYRO 3
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Indicate If

Print Retrieval and Biblio-
graphic Data for Document
Presently in Temp File,
But No Bibliographic
Data Previously
Printed.
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N ent Specifi
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\ Get Specifications of Docu-
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vor All Temporary ! #
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Data

Print
Accession
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If In Temp, File, Print Tem
L D, Corrslation and R
on Last Retrieval, If Re-
trieved Last, If Bib,
Data Printed

>
Figure IV-2, TYRO (Cont'd.)
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Figure 1V-2, TYRO (Cout'd. )
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Figure IV-2. TYRO (Concluded)
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If any words in the initial query are neither common nor
found in the dictionary, they are listed for the user's information. If either
none of the query words are in the dictionary or the query results (u the
. retrieval of no documents, the user is so informed and asked to enter
another query.

| When a successful retrieval takes place, the user is told

‘ how many documents were retrieved. The accession numbers of the
documents are placed in the temporary file. The system then, without
questioning the user, starts to print more detailed information about the
documents in the temporary file. For each document, the accession
number and temporary identification number are printed. Then & chezk
is made to see if bibliographic data for the document have been printed
previouely during the query sequence--if not, the bibliographic data
are printed. In the former case the ocutput for a document occupier

i only a single line.

Clearly, users will infrequently want such data printed fox
the entire set of documents in the temporary file. On the other hand, 1
in order to modify his query intelligently, the user must have some |
idea of what he has retrieved. After the data for five documents have
been printed, the user is asked {f more documents are wanted. If they
are, five more are printed. ' ’

When either all the data for the documents in the temporary
file have been printed or the user has decided he has seen encugh, he
is asked to enter an option name or, in order to get a brief explanation
of the options, "HELP". A cry of "HELP" {rom the user results in the
printing of dencriptiona’ of MOD, DOC and END options. Now, since it is
not the desire to keep the inexperienced user from learaing rore about thc
system, he is s~} if he wishes to see similar explanatiom of the
remaining ten options, and if he does these are prirted. (Similarly,

if he attempts to use the option CHG, he is asked if he wishes to see a
list of the modes available. )




The user is again asked to enter an option name. Any legitimate
option name will be accepted, but this section is concerned with only

the basic three. An illegal option name will resuit in an error message
and a request for an option name or "HELP", so that a user who mis-

remembers a name is taken back to the point where aid is available.

The END option, shown on flowchart sheet TYRO 3, causes the
uselr to be asked if he is through with the retrieval system. If he is, the

system is shut down; if not, an entire new query sequence is initiated.

The DOC option (TYRO 4) allows the user to obtain more
information about the docu.nents presently in the tempor,ary file, or
any other documents for which.the accession number is known. The user
is first asked if he wants only bibliographic information for documents in
the present temporary file, with information previously prirted suppressed--
just as resuits after an initial query. If he answers "YES", these
data and the temporary file data are made available, with the question
"MORE" following every five documents in the bibliographic section. It
is expccted that this would be done by a user who printed only a small
oart of the bibliographic data immediately following a retrieval and then
wants to cbtain more of it.

1f the last-mentioned question is answered '"NO", the user ,
is asked to specify a document or document set of interest to him. He may
do 80 by entering a single accession number or temporaiy identification
number, or a range of impo:nry identification numbers, or the word
YALL" to signify all the documents in the temporary file. An iilegai

sutry results in a more detailed explmition of the format required and

a request that the user try again.

For each document specified, the accession number is firet
printed., If the document is in the temporary file, the following are

, printcd: its temporary identification number, rank and correlation on

ite last retrieval, whether or not the last executed retrieval retrieved
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the document, and whether or not the bibliographic data for the docun
have already been printed.

If the document is suppressed from future retrieval, this fa -

is stated. Bibliographic data are printed if they have not been printed
before; if they have, the operator is asked if they are (o be printed aga -
and the appropriate action is taken., Next the operatos is asked if the

 documeut itself is to be printed, and prints it in response to in answe:

IUYESII'

if there was only one document speciﬂed by accession
number or temporary identification, the user is given the opportunity
specify more. The process continues as above if he does, or request
an option name if ne does not.

Printing an entire document may take some time, so even if
a set of documents has been specified the user is asked if he wishes to
continue after the printing of a document. Similarly, the uzer is auké:
if he wishes to continue after the printing of any information from five.
documents. A negative reply in either case results in a requeat for an
opt'ion name, or the specification of other documents to be cxamined. _

The MOD option (TYRO 5) not only allows the user to modifv
6r replace his query, but it also automatically transfers the inexperies
user to sections of other options in order to delete* cntrics {rom the

tempor~ary file {if desired or required) and perform retrizval**, Upon

entrance to MOD, the user is first asked if document-document correls
is to be nsed as the retrieval method. {Recall that he han started with
query words and already retrieved some documents. )

T




If both document-document correlation is chosen and the
last retrieval performed was also based on document-document corre-
lation, the user is given the option of huilding on the concept vector used
in the previous retrieval or starting afresh. He then builds or adds to
a query vector by specifying any number of documents by means of single
accession numberg, single or ranges of temporary identification numbers,
or all the documents in the temporary file. After indicating that no more
documents are to be used for the search, the user is asked if he desires

to initiate the retrieval,

Tte point at which the user is asked about starting the retrieval
can be reached by another path, which is started when the user rejects
document-document correlation. The words forming the last query
performed on a query word basis have been retained (with their stemv
and concept-weight mappingsj, so the user is given the choice of retaining
and buildiizg on them or erasing them and building anew set of query words.
The system is so designed that a user can inspect, modify and again
inspect the set of query words, ar:i so t:-e user is asked if he wishes to
inspect or modify the set or not, A nc¢gative »swer causes the user

to be asked if he wishes to initiate retrieval,

If the user indicates that he does wish to inspect or modify the
set of query vector words, the prcsent set (with stems and concept-weights)
is printed and he is then asked if he wants tp add or replicate any words.
If he does, he is asked to enter the words. Any noncommon, nondictionary
words are reported tc the user if théy are entered, and he is again given
the chance to add or replicate words. The user is then given the opportunity
to delete words, and informed if he attempts to delete any words not

present and allowed to try again.

Next the user is given the opportunity to inspect the query
concept vector diractly, and if he so elects it is printed. He may add
signed concept 'number-weight pairs, and is informed of any illegal
concept numbers that he attempts to enter,
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Use of the above three methods of query vector modification,
or some commbination cf them, eventually leads the user to the point where
he is asked if he wants a retrieval performed. It is possible that he wants
to return to the point of entering an option name-— for example, he might
want to have some additional document information printed, and then
return to building a document-document correlation query. In such an

event, he wouid answer the question about initiating retrieval in the
negative,

When the user indicates that he does want to perform a
retrieval, the dialogue processor determines if the query concept vector
is null. If it is, the user has obviously becorne confused, and he is

given the opportunity of either starting a new query sequence or resuming
the present sequence with a new option name.

Assuming that a retrieval is requested and the query vector
is not null, the user 18 informed if the temporary file is empty. He
is asked to specify if documents previously retrieved during th;a query
sequences are to be excluded from re-retrieval or not, and he is asked

if printing of bibliographic data already printed once should be allowed
or suppressed.

If the temporary file is full, the user is told that he must
make space for the documents to be retrieved; if it is partially filled
he is given the opportunity to delete documents. Documents to be deleted

are specified by accession number, temporary identification number or

range of temporary identificaticn numbers. Alternately, the entire temporary

file may be deleted.

Then, in order that the user may identify contents of the
temporary file with the particular queries retrieving them, he is informed

of the starting temporary identification of the documents to be retrieved,
and the retrieval is performed.




If no documents are retrieved, the user is so informed and
asked to enter an option name or "HELP". If the retrieval is successful,

the system continues just as if doee after a successful initial retrieval.

V.4 Additional Options and Special Modes of Operation

In Section IV, 3, the essentials of the system required by
the inexperiernced user are described. The present section is concerned
with additional system features, which allow the more experienced user
to bring to bear the full power of the system and to operate with total
flexibility.

When an option name is requested, any of the following may

be entered:

"HELP" Not truly an option, this aids the user in the

selection: of the appropriate option name.

"END" Terminates the present query sequence in

order to initiate a new guery sequence or
sign off.

""MOD" Modifies or replaces the present query, but

continues in the present query sequence,

"DOC" Prints information concerning documents, both

documents retrieved during the present search
query and any documents of known accession
number.

"OFF" Prints bibliographic data and documents

off-line.

"CHG" Changes the mode of operation (sequence

termination not required)

"CON" Inspects the concept vectors of documents.
*'RET" Executes the present retrieval request.
*'DEL"Y Deletes unwanted documents retrieved during

the present query sequence.
*'"SEL" Inspects the existing query.
*"CLR" Erases the existing query.

*'"WRD" Adds or deletes query words,
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*"WGT" Performs direct manipulation of query concept
vectors.

Performs document-document correiation.

(Options marked with ''*' are normally called by the system
for the inexperienced user.)

Section IV. 5 may be consulted for more information on these

options.

9 Ay BT IR T, P
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In addition to the options selected during a query sequence,
a user may set various modes. The inexperienced user will take the
i default spec'ification in which all modes are deselected, while the more

experienced user may select one or more of the following:

1 Select terse dialogue,

Skip formation of initial query from words in query
sequence,

™~

Make available statistical analysis of query.
5 s 4 Make available statistical analysis of retrieval.

Assume sophisticated user.

Selection of the first mode results in terse, rather than verbose,
messages being addressed from the system to the user. Most messages
exist in two forms, and the terse form is used by experienced users.
¢ ' The second mode skips initial query formation, and lets the user select

? an option name immediately aiter signing onto the system.

If the third mode is selected, the user is asked if he wishes to

‘ 1 see the words, stems and concept-weight pairs forming a word-based

li \ query. These data are available for printing before the query is executed.
| Also, he ran elect the printing of the query concept vector itself. Although
these options also exist under MOD, mode 3 makes them available for
analysis of the initial query. Note that this mode does not cause the

data to be printed, but simply gives the user the option of printing them.

IvV-19
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Similarly, mode 4 is provided so that the user rnay be asked
if he wants the contents of the temporary file (accession number,
temporary identificatica number, rank and correlation when last retrieved,
print suppression and whether or not the last executed retrieval
retrieved the document) immediately after each retrieval. These data
are otherwise available, but mode 4, like mode 3, provides a convenience
for the serious student of the system.

Mode 5 simply causes "HELP' to result in the printing of
the descriptions of all options, not just the basic three.

Iv.5 Detailed Description of the Dialogue Processor

The preceding sections of this chapter are concerned with
the general functional characteristics of the dialogue processor. This
section is twofold in purpos:, as it presents a detailed structural descrip-~
tion of the processor. This is both the final docurnent of the processor's
f\.}nctional appearance and its description from 2 point of view of design
for implementation.

One topic --a set of subroutines required by the dialogue
processor --is covered briefly in the subsection immediately following

and in greater depth iu Section IV. 6.

IV.5.1 Three Subroutines - An Overview

Three subroutines are essential to the operation of the
dialogue processor, Subroutine OUT prints fixed messages at the
remote terminal; YESNO reads the repiy to queries which are

answered by the user and NUMBER determines the identification of a
document or set of documents.

4 call to OUT(J) causes the jth standard message to be )
printed at the remote terminal; a status indicator is returned in j (see

Iv-20
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Section VII,5.3). Many messages exist in both terse and verbose forms,

and if both a terse flag is set (in system common) and a terse form
exists, it will be printed rather than the more lengthy form. In flow-
charts, symbols like that of Figure IV-3 are used. The call shown, for

example,
\ Print4 /

Figure IV-3. Printing a Fixed Message

would cause OUT to print message number four. Section IV.5.2 lists the
messages; "REFERENCED DOCUMENTS DO NOT £XIST." would be

printed unless the terse mode were gelected, in which case "INVALID,"
would be printed.

Subroutine YESNO is used for the many binary decisinns
required of the user. They must be answered either "YES" or ""NO";
“*his subroutine reads a string from the remote terminal and sets ita
argument to one if "YES'" was read or zero if '"NO'" was read. The
sophisticated user is allowed the word "OPTIONS", which sets the argument

to minus one; any other response causes the system to ask the user to
'ANSWER "YES" OR "NO".', and await input.

At several points in the dialogue, the user identifies epecific
documente. Those documents that have been retrieved during the

present query sequence have temporary identification numbers.

Any docu-
ment has, of course, its permanent accession number. Subroutine
NUMBER (F1, ARG) is used to return a status flag and accession

numbers.
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The user specifies ducuments in the following ways to NUMBER:

- A single temporary identification number
(e.g., "13");

- A range of temporary identification numbers
(e.g., "10-13");

- The word "ALL" for all documents retrieved during
the present query sequence and not subsequently
deleted.

F1 must be set to zero prior to the first call on NUMBER;
it is an integer. When called, NUMBER returns with Fl set to indicate
gtatus as followa:

-

F1=0 The user has indicated that he wishes to
specify no further documents at this time.
The contents of ARG are meaningless,

Fl=-1 The accession number of a single specified
document is contained in ARG. The user may
wish to specify more documents, sc tne calling
program should return to NUMBEK after
processing the document specifiec in ARG.

F1>0 The user has specified a sequence of documents.
The accessiog number of one of the documents
is contained in ARG, and Fl = 1,2, ... as ARG
specifies the first, second, ... document in the
sequence, The calling program should continue
to return to NUMBER if additional documents in the
sequence are required. NUMBER will return
with Fl1 = 0 if the segquence is exhausted, 1f
the calling program is to terminate the sequence
early, it can dc so previding that the neat call
(for a new documen: or document sequence)
specifies Fl = 0,

1v.5.2 Fixed Messages to be Prinied at the Remote Terminal

Figure IV-4 shows the messages generated by the dialogue

‘processor. Messagas one through six are used by YESNO and NUMBER,

but are a'ho available to the main routine, Whenever the terse form of

a message exists, it is denoted by the letter "'T'.

i




1,

1T.

2,

4,

4T.

ST.

11,

1T

12,

127,

13

13T,

T ey NN A N T, K SRR P 5 AT 175

ANSWER "YES" OR "NO": =

RETRY.

ENTER TEMP, ID (SINGLE OR RANGE), ACC, NO, OR "AlL": =

IDENTIFY DOCUMENTS: =

MORE?

REFERENCED DOCUMENTS DO NOT EXIST.

INVALID,

INCORRECT FORMAT, USE FOR EXAMPLE "13" FOR TEMP, ID, NO. 13; "13.33" FOR
TEMP, ID, NOS, 13 THRU 33 INCLUSIVE: "AQ0013" FOR ACCESSION NO, 13; "ALL"
FOR ALE DOCUMENTS RETREVED IN THIS QUERY SEQUENCE,

FORMAT ERROR,

NO DOCUMENTS IN TEMPORARY FILE, THEREFORE, ONLY ACCESSION NUMBERS
CAN BE USED TO SPECIFY DOCUMENTS,

TEMP, FILE EMPTY,

IS NORMAL OPERATION DESIRED?

SKIP INITIAL QUERY?

SKIP INITIAL?

ENTER WORDS FOR INITIAL SEARCH QUERY: =

THE FOLLOWING ARE NOT USEFUL WORDS FOR RETRIEVAL FROM THIS
COLLECTION:

WORDS NOT IN DICTIONARY.

NO USEFUL WORDS REMATN, ANOTHER INITIAL QUERY IS REQUIRED,
NO WORDS-RETRIEVAL ABORTED.

DO YOU WISH TO CONTINUE IN THE SAME MODE?

SAME MCOLE?

DO YOU WISH TO TERMINATE USE OF THE SYSTEM!

Qurt ?
Figure IV-4. Messages
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18,

16.

17.

17T,

18,

19,

21,

21T,

MODE FLAGS ALL OFF, IDENTIFY NUMBERS OF FLAGS TO BE SET ON,
OR "0" FOR NORMAL MODE: =

DO YOU WANT TO SEE AN ANALYSIS OF YOUR QUERY?
PRINT PRSNT?

QUERY WORD STEM WEIGHT ,,., STEM WEIGHT
DO YOU WANT TO SEF. THE QUERY CONCEPT VECTOR?
PRINT QUERY VECTOR?

STEM WEIGHT STEM WEIGHT ... STEM WEIGHT

AT LEAST 50 DOCUMENTS MEET THE SPECIFICATIONS FOR THE PRESENT
QUERY,

NO, OF HITS >= 50,

THE NUMBER OF DOCUMENTS MEETING YOUR SPECIFICATIONS FOR THE PRESENT
QUERY IS

NO, OF HITS =

DO YOU WANT A PRINTOUT OF THE TEMPORARY FILE?

PRINT TEMP?

ACCESSION NUMBER, TEMFORARY L D,, CORRELATION, BIBLIOGRAPHIC DATA
PRINTLD BEFOME, RETRIEVED LAST QUERY, RANK ON LAST RETRIEVAL. (Printed as
coiumn headings. )

TEMP, ID. CORR, COBF, PRINT BEFORE RET, LAST PREV. RANK (Printed a8 coluran
headings, )

DO YOU WANT BIBLIOGRAPHIC INFORMATION FOR SOME OF THE RETRIEVED
DOCUMENTS?

PRINT BIBLIO?
PREVIOUSLY PRINTED,

L

BIBLIOGRAPHIC DATA FOR ALL THE TEMPORARY FILE DOCUMENTS HAVE BEEN
PRINTED.

THAT'S ALL,

Figure IV-4, Mescages (Cont'd,)
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26,

27.

27T,

28,

28T,

29,

9T,

30,

. ——
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ONLINE RETRIEVAL SYSTEM SICNING OFF, (Line feeds, form feed)

ENTER NAME OF OPTION (OR "HELP" TO SEE IF THE LIST OF AVAILABLE
OPTIONS) =

OFTION:=
OPTIONS AVAILABLE ARE:

“END" =  TERMINATE THIS SEARCH QUERY SEQUENCE FOR STARTING A NEW
SEQUENCE OR SIGNING CFF,

"MOD" = MODIFY OR REPLACE THE PRESENT QUERY AND CONTINUE THE
PRESENT QUERY SEQUENCE,

"DOC" « PRINT DATA FOR DOCUMENTS RETRIEVED DURING THIS SEQUENCE OR
ANY DOCUMENTS OF KNOWN ACCESSJON NUMBER.

NEND"’ |lmD"' llm:ll'

“OFF" « PRINT DOCUMENTS OFFLINE,
"CHG" - CHANGE THE MODE OF OPERATION (QUERY SEQUENCE TERMINATION
NOT REQUIRED), A LIST CF MODES IS PROVIDED,
"CON" - INSPECT THE CONCEPT VECTORS OF DOCUMENTS,
*'RET" = EXECUTE THE PRESENT RETRIEVAL REQUEST,
*DEL" = DELFTE UNWANTED DOCUMENTS RETREEVED DURING THE PRESENT
QUERY SEQUENCE.
*SEE" . INSPECT THE EXISTING QUERY,
$'CLR" - ERASE THE EXISTING QUERY,
*"WRD" « ADD OR DELETE QUERY WORDS,
*"DDC" - PERFORM DOCUMENT -DOCUMENT CORRELATION
*WCT™ - PERFORM DIRECT MANIPULATION OF QUERY CONCEPT VECTORS.

(OPTIONS MARKED WITH "*" ARE NORMALLY CALLED AUTOMATICALLY FOR THE USER
BY THE SYSTEM )

"OFF", "CHG", "CON", "RET", "DEL","SEE" "CLR", "WRD", "DDC", "WCT",
OTHER CPTIONS ALSO ARE AVAILABLE, DO YOU WANT A LIST?

MORE?

Figure IV-4, Moussages (Cont'd.)
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3,

3T,

32,

32T.

33.

33T,

35,

3IsT,

a6T.

37,

T

387T.

THE OPTION NAME YOU ENTERED DOES NOT EXIST,
INVALID,

PRESENT SEARCH QUERY SEQUENCE TERMINATED, A NEW QUERY MAY BE INITIATED AT THIS
TIME OR YOU MAY SIGN OFF,

SEQUENCE KILLED,

CONTINUE PRINTING FROM THiS SPECIFIED GROUP?

CONTINUE?

DO YOU WANT AN EXPLANATION OF THE AVAILABLE MODJS?

MODES ARE NORMALLY "OFF", AND CAN BE TURNED ON BY TYPING IN A FLAG NUMBER

OR SEQUENCE OF FLAG NUMBERS, SUCH AS "1,3,5"., THE FOLLOWING MODES ARE
AVAILABLE:

FLAG NUMBER ACTION
1 SELECT TERSE DIALOGUE
2 SKIP FORMATION OF INITIAL QUERY
IN QUERY SEQUENCE FROM WORDS.
3 MAKE AVAILABLE QUERY WORDS, STEMS,

CONCEFTS BEFORE RETRIEVAL

4 MAKE AVAILABLE TEMP TABLE CONTENTS
’ AFTER RETRIEVAL

S ASSUNT ANY OPTION MAY BE USED

1 = TERSE, ¢ - SKIP INITIAL, 3 = QUERY ANALYSIS, 4 RETi'IIVAL A ALYSIS, § = ALl OPTIONS.
SOME DOCUMENTS ARE TO 8E DELETED FROM THE TEMPORARY FILE ..

DELETE ACTIVE,

AEFORE THE PRESENT RETRIEVAL IS PERFORMED.

REFORE RETRIEVING,

YOU MUST SELECT THE DOCUMENTS TO BE DELETED.

SELECT.

ACC NO, CONCEPT. WEIGHT PAIRS

Figure [V-4., Messages (Cont'd.)
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39T,

41,

41T,

42,

427.

45,

43T,

467,

LYD R

48,

@7

49,

HT,

S1

1T,

{null mese: ge)

{Space over to line up,)

TEMPORARY FiLE EMPTY PRIOR TO EXECUTION OF FRESENT QUERY,

TEMP, FILE EMPTY TO START.

DOCUMENTS RESULTING FROM THIS RETRIEVAL WILL HAVE TEMP. NOS, STARTI!
TEMP, 1D STARTS WITH

SHOULD DOCUMENTS RETRIEVED PREVIOUSLY DURING THIS QUERY SEQUENCE BE
FROM RE-RETRIEVAL?

EXCLUDE PREVIOUS ?

SHOULD FRINTING OF BIBLIOGRAPHIC DATA PREVIOUSLY PRINTED BE sunnssszn"
SUPPRESS PREV. PRINTED?

SPACES EXIST IN TEMPORARY FILE FOR NEW RETRIEVALS, MORE SPACE DESIRED?
ENTRIES OPEN.  MORE?

TABLE OF DOCUMENTS RETRIEVED DURING THIS QUERY SEQUENCE IS FULL SPAC:
MADE SEFORE EXECUTING ANOTHER QUERY,

TABLE FULL

PRINT ONLY RANKING AND BIBLIOGRAPHIC DATA (NO ABSTRACTS) FOR DOCUMEN
RETIUEVED DURING THIS QUERY SEQUENCE, EXCLUDING BIBLIOCRAPHIC DATA AL}
PRINTED?

TEMP. DOCS. ONLY, SHORT FORM?
Ti!S DOCUMENT EXCLUDED FROM RE. RETRIEV AL DURING PRESENT QUERY SEQGUER

ON NO-NO 18T

BBLIOGRAPHIC DATA PRINTED BEFORE IN THIS QUERY SEQUENCE PRINT AGAIN
PRINT RBIBUOGRAPHIC AGALN " |

PRINT ABSTRACT?

DO YOU WANT TO LRASE THE PRESENT QUERY AND DO DOCUMENT. DOCUMENT S‘f

DOC. . DOC. ¥

Figure [V-4. Messages {Cont'd,)
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52,

S2T.

53.

53T,

54,

54T,

55T.

S6.

57.

S7T.

58.

58T,

59,

59T,

60‘

60T,

61,

6‘ T.

62T,

63.

64T,

NOW SPECIFY THE DOCUMENTS FOR CORRELATION,

(null message).

DO YOU WANT TO SEE OR MODIFY THE WORDS FORMING THE QUERY?
QUERY WORD ACTION?

THE PRESENT QUERY WORDS ARE:

PRESENT:

DO YOU WANT TO ADD OR REPLICATE ANY WORDS?

ADD WORDS?

ENTER WORDS:=

DO YOU WANT TO DELETE ANY WORDS?

DELETE? -

YOU CANNOT DEIETE A WORD THAT IS NOT ALREADY IN THE QUERY:

NOT IN QUERY:

DO YOU WANT TO BUILD ON THE PREVIOUS DOCUMENT. DOCUMENT SEARCH?
CONTINUE PREV, ? ‘ -
DO YOU WANT TO INSPECT OR DIRECTLY MODIFY THE QUERY CONCEPT VECTOR?
DIRECT CON, VECT. ACTION?

DO YOU WANT TO MODIFY THIS VECTOR?

MOPAIFY?

ENTER CONCEPT, WEIGHT PAIR (E G "1203, -0. 125"):

ENTER PAIR:=

ENTER PAIR=

INVALID CONCEPT NUMBER, DO YOU WANT TO TRY ANY

INVALID,

DO YOU WANT A RETRIEVAL PERFORMED WITH THE PRESENT QUERY VECTOR?

Figure IV-4, Messages (Cont'd.)
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65T,

66,

66T,

67.

67T,

68,

68T,

69,

69T,

70,

70T.

71,

71T,

72

72T,

73

RETRIEVE?

A RETRIEVAL CANNOT BE PERFORMED BECAUSE YOUR PRESENT QUERY VECTOR IS NULL
DO YOU WANT TO START A NEW QUERY SEQUENCE?

NULL VECTOR. WANT NEW SEQUENCE?

READY TO PRINT DOCUMENTS OFF LINE

OFF LINE PRINT,

SPECIFY FIRST DOCUMENT OR DOCUMENT GROUP TO PRINT.

(null message)

DO YOU WANT Tg l;E'RFORM MORE DOCUMENT- DOCUMENT SEARCHING?

MORE DOC-DOC?

DO YOU WANT TO ERASE COMPLETELY YOUR PRESENT QUERY AND ENTER NEW QUERY
WORDS?

TOTALLY REPLACE PRESENT QUERY?

THE PRESFNT QUERY CONCEPT VECTOR IS:

PRESENT QUERY:

THE PAST QUERIES AND QUERY CONCEPT VECTORS HAVE BEEN CLEARED,
CLEARED,

JLLEGAL SELECTION ; REOUEST IGNORED,

Figure IV-4, Meuuﬁu(Concluded)
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Iv.5.3

Major Entry Points

The ini“ial entry point, and the entry points for the different

options are locaced on flowchart sheets as indicatcd below:

IV.5.4

Name
Initial
CHG .

‘CLR

CON
DDC
DEL
DOC
END
MOD
OFF
RET
SEE

WGT
WRD

Arrays of Major Importance

Sheet
1
13
,
14
6
11
12
11
6
13
10
7
9
7

The following arrays are referred to by name in the flowcharts,

Name
NONO

TEMP

Contents.

Accession numbers of
documents excluded from
future retrieval.

Temporary file: accession
number, temporary identifi-
cation number, correlation
coefficient and rank when last
retrieved, print suppression

flag and flag indicating if retrieved
on last executed retrieval,

T A O,




Iv. 5.5

Name

PRESNT

QUERY

Content

Words for - ieries: the words,
their stems and concept-weight
pair mappings.

The query concept vector,

Variables Global to DIALOGUE

The following variable names are consistently used for major

linkages in the dialogue processor.

Name

IX
JX
NEWQ

RFLG
DEFLG
WFLG
SEEFLG
WRDFLG
DOC.LuC

TERSE
SKIP1

PRINTQ
" PRINTR

OPTION

Type

I

o

ol N o o N

tr

Use

Next available temporary identi-
fication number,

Number of entries presently in
TEMP.

Mode setting precedes initial
query.

Present query not initial,
DEL entered through RET.
MOD has sltered PRESNT.
SEE activated by MOD.
WRD activated by MOD.

Lu.t retrieval in present sequence
used docuinent-document corre-
lation,

Terse dialogue: Mode 1 selected,
Skip initial query: Mode 2 selected.

QUERY available immediately
before retrieval: Mode 3 selected,

TEMP available immediately after
retrieval: Mode 4 selected. '

HELP prints all options: Mode 5 °
selected, ’ ' ‘

Iv-31




IV.5.6 Detailed Flowcharts for the Dialogue Processor

Figure 1V-5 is the detailed flowchart for the dialogue processecr.

: IV.6 Three Subroutines - Detailed Description

This section gives a more detailed description of the subroutines
OUT, YESNO and NUMBER than is presented in Section IV.5.1, where b
they are first introduced.

Iv.6.1 OUT(J)

* A table of numbered messages exists, some of the messages
being available in both ''normal' and 'terse' forms. A mode flag selects
the form of a message to be printed,

ok i s vt L AT Y AP O
N P

? A call to OUT(J) causes the normal form of message number J f ‘ i
1 to be printed at the remote Teletype if the terse flag is off; the terse

form is used if the flag is on, Labelled comumon is used by mode flag
storage, If there is no message J, then an error meesage containing
J for identification of the erroneocus call is printed. This would result
from a programming error, L L

See Section Vi1, 5.3 for a flowchart of OIIT.
IV.6.2  YESNO(1)

Many system-generated queries must be answered either
"yes' or ''no''; this subroutine reads a string from the remote terminal
and sets its srguments to one if "'yes" was read or zero if ''no" was
read, The sophisticated user is allowed the word "options", which
. sets the argument to minus one; any other response causes the system
to ask the user to 'ANSWER "YES OR ""NO'.', and repeats the query, *

- »




! 0 -+ JX
o4 IX

. .E.? NEWQ, RFLG,

~

DEFLG, WFLS, SEEFLG,
WRDFLG, DOCDOC

L

;

.F.* TERSE, $KiP1, ] .
PRINTQ, PRINTR. : o .
OPTION E ’ '

-

—
Clear Tables:

NONO, TEMP, PRESNT,
QUERY -

~ Flgure1V-5. DIALOGUE |
L Ive3s




Form Present Table
(Include non-

common, non-
dictionary)

Piint Stems
Notin

Figure IV-5. DIALOGUE 2 (Cont'd. )
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'

Perform Retrieval as Space in
Temp, Permits, Lxcept No
' Documents on NONO allowed,
Next Iten: Temp,
¥ -+ IX
; #of His -+ NjX
# of Table Entries <+ X
{
|
i
i ) :
. B

»

Figure IV-5. DIALOGUE 3 (Cont'd. )
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Print Accession
No., Temp.
D. of jd? | -

Bibliographic
Data

. | * Set Print Suppress
= Print in TEMP

Figure IV-5. DJALOGUE 4 (Cont'd. | |
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OPT.-

e e e i s -

;
1
H
é
.‘
: Search Table of
Option Names

o= ,Dﬂ-fc CHG-13 DDC.§ DOC.12 RET- 10 WRD.7

T+ RRLC , CLR-7  DEL11 WMOD.6 SEE?7 -

Figu:e 1V-5. DIALOGUE § (Cont'd. )
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Print
51

NUMBER (F1,
ARG)

Add Concept Vector of
Document with Accession
Number = ARG to QUERY

Clear Query Word
v Table PRSNT
)
i Clear Query Con-
H cept Vector QUERY

i ’ Print 0-+F1
- 52 . T. #DOCDOC

Figure IV-5. DIALOGUE 6 (Cont'd. )

IV-38

S i s o




- .
’
[ J
TG T R T TR Ve 4 e VIR Y s e g R ea e s g i - 4 .
N ST I e I S B A A S e e e e S e e B i

st

P pe——rer

&
B
!
i
E |

13-8

Generate New Query Con-

' cept Vector From PRESNT
1 @ 1 Table

Clear PRESNT and QUERY

Figure V1-5. DIALOGUE 7 (Cont'd.)
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| & &
:‘ \ Print )
i Clear PRSENT

S5
Table
g V- T
K DOCDOC
.T. , WFLG
! s
¢ / \ .E. -+ WRDFLG !
Print
56
Read Query
into - !
PRESNT ;
i
Remove Common -F. + pocpoc j
Words, Get Stems - '
Lookup o . T, WELG
' N
Print ;
s6 !
%
Y
i
in e 7 )
PRESNT »
Figure IV-5. DIALOGUE 8 (Cont'd,)
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Print Query Co
cept Vector
(QUERY)

et e e rons

.F. + SEEFIG

Print
62

Read Pair
Concept No,,
Weight

Figure IV-S,

DIALOGUE 9 (Cont'd. )
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Y T
e

Clear NONO

Add Accession Numbers on
TEMP to NONO

Clear Print
Supprem Fart of
TEMP Tables

I

¥

=0

T

Print
45 YESN(

.

<o5
T + DEFLG L.@ .

Figure IV-5 . DIALOGUE 10 (Cont'd. )
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Clear TEMP,
Print : NONO, PRESNT,
36 QUERY
O =+ X
1 + X
DEFLG F *
T
.F. 2 NEWQ,

Print DEFLG, DOC.
37 DOC, TERSE,
SKIP1, W
PRINTR,
, OPTION, RFLG
Print 6 '
38
Print
: 32

I 3 §

JX-1 » )X

NUMBER (F1,
ARG)

_bohubocmmnt
with Ace, No =
ARG from TEMP

Figure IV-3, DIALOGUE 11 (Cont'd. )
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Print Biblio-
graphic Data
for ARG

NUMEER (F1,

Figure IV-5, DIALOGUE 12 (Cont'd.)
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;

.FE. * NEWQ ,_ © # H

7-13

.F, < TERSE, SKIP1,
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In many applications it will be useful to code such a routine as
an arithmetic function, so that the statement

IF (YESNO(I)) 1,2,3

branches to | for ‘'options', to 2 for ''no'' and to 3 for ''yes'. Figure IV-6
shows the flowchart.

1v,6.3 NUMBER (F1,ARG)

At several points in the dialogue, the user identifies specific
documents, If these documents have been retrieved during the present
query sequence, they have temporary identification numbers. Any
document has, of course, its permanent accession number,

The user specifies documents in the following ways to

NUMBER:

- A single temporary identification number {e.g., "13");

- A range of temporary identification numbers (e.g.,
"10 13").

- A single accession number preceded by the lctter

VA" (e.g., "A09871");

- The word "ALL" for all documents retrhvod during
the pr:unt query uquenco and not mbuquently
delete _

Fl must be set equal to sero prior to the first call on the
NUMBER; it is an integer. When called, NUMBER returns wtth Fl
set to indicate status as fouowr '

Fl = 0. The user has indicated that he wuhn to opacuy
no further documents at this time, ‘rhe cont.utl
of ARG are. msninghu. .
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| Fl = -1, The accession number of a single specified

’ document is contained in ARG. The user may wish
to specify more documents, so the calling program
should return to NUMBER after processing the
document specified in ARG.

Fl1 >0, The user has specified a sequence of documents.
The accession number of onc of the documents
is contained in ARG, and Fl =1,2, ... as ARG
specifies the first, second, ... document in the
sequence. The calling program should continue
to return to NUMBER if additional documents in

| the sequence are required. NUMBER will return

; with F1 = 0 if the sequence is exhuasted. If the

’ calling program is to terminate the sequence

‘}‘l early, it can do so providing that the next call

|

(for a new document or.Jocurment sequence)
specifies F1 = 0, This is generally good practice,
since it allows different sections of the dialogue

: program to use differing and local names for the

i ] first argement of NUMBER,

% | The reason for giving the location of a retrieved document in a

sequence (F1 > 0) is to avoid satting up counters in the calling program,
For instance, when the bibliographic data of documents are being printed, ]
it is desirable to stop and ask the user if any more documents are required
‘ . - after every fifth document. The statement [F (F1 - 5#(F1/5). EQ. 0) GO
TO 100 tests this. I

. - Figure IV-7 is the flowchart for NUMBER,
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SECTION V

STRUCTURE CF THE ON-LINE SYSTEM

This Chapter describes the overall structure of the on-line
system. Implementation dstails are not included; they are covered in

Chapter VI. Also excluded are the data preparation projrams, which are
discussed in Chabpter VII.

V.l Overall Structure

Figure V-1 shows the overall structure of the on-line system.
Files are represented by symbols with rounded sides; rectangles represex:
programs, An arrow from A to B indicates that A calls B, if A and B
are programs. If Bis a file and A is a program, the arrow indicates

‘that A writes on B; if A is a file and B is a program, then B reads from
A, ‘

The dialogue program keeps track of the status of the present
query sequence by maintaining the query sequence status file, Because
this file contains the information needed to direct the operation of the
other programs in the on-line system, the dialogue program performs
the executive function, and is resident in core at all tiraes while the
on-line system is in operation. For this reason, the core requirements
of the dialogue program must be minimised; therefore, the only file that
DIALOGUE will keep in core is the query sequence status file, which
5B will contain the current query words, stems, concept numbers, weights,
and various flags that specify the status of the query.

s s i A LGSR

b+ Y it

R W g

. The four program modules that are loaded into core by the
dialogue program are shown in Figure V.1 as the four blocks immediately
u B below the dislogue program. Each of the program modnles will be loaded
‘. with the subprograms that it calls. With one exception, CHOOSE, only
- one of the four program modules will be resident in core at once.
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‘modules, and will not appnr as dutinct GECOS m ﬂl« in th- On-Lm

V.2 Files

The entities shown as files are not necessarily distinct files
that will be stored on auxiliary storage devices; rather, every sizable
data structure is identified here as a file so that an explicit decision
concerning its residence can be made.

The four files shown on the left margin of Figure V-1 are
arranged hierarchically in order of increasing minimum access time
requirements. Exactly which file is resident of what type of auxiliary
storage device is a decision to be based upon both the amount of auxiliary
storage available and response time requirements, For the system to
interact conversationally with the user, at least the cluster centroids
and concept vectors must be stored on a high-speed direct-access storage
device. The document file can be allocated to tape or disk storage. The
programs that access the data base will be designed in a modular fashica
to minimize the problems associated with reallocating the files amiong
various storage media. However, there are fundamental prqgmwﬁ’ -
differences between direct-access and sequential-access file muipnlaﬁm.
s0 a certain amount of rcprogrming will be required to runoctt- pnta
of the dyta base, 3

The remaining four files, namely QUEKY SEQUENCE: S'I‘AT\@ D
COMMON WORDS, CONCEPT DICTIONARY, acd MESSAGES, are ueh R
accessed by only one prognm modnh and are umn omgh t‘hat thcy, . j L *
can easily be nccommodutcd in corc along vrm: their uelng pro;um R
modules. Therefore, these four files will bo stored within their pre;ﬂm

Rerlerai gt S -

The file structure has been du(gud to nceomodato the mu
poseible variation in deta base characteristics. The main contributor’
to this flexibiljty is the use of variable-length records Iz every file, Thie
not only removes the need for some arbitrary limit oa the sine duch )
type record; it also .rutly increascs the efficisncy with which the mﬁn&h
_disk storage space is used, becsuse every rceon{wm occwy uuy the m '

Va3




of space it requires*. The additional programming complexity introduced
by the use of variable-length records will be well compensated.

The on-line files that will be accessed by program module

FETCH are:
1) documents |
2) bibliographic data '
3) concept vectors 3 ;
4) centroids ‘

Before the on-line system can be used, these data must be loaded into
four distinct GECOS IIl permanent files by SHOVEL, described
in Chapter VI. Four separate files are used in order to permit all the
records that are associated with a 'given document in the data base to
be obtained by using only the accession number of the generating document.
Because of thic. 0o uepauto directory will be necessary, and cross- - .
’refeuneinz from a concept vector to & bibliographic record to the document
SR 'ttuu can be porfomed without interrnediate accesses to a directory.

T . E‘isnn v-2 u}ustutes the orgtpiutton of the on-line files.
' 'rhc coltd qrm‘ rqpresant an explictt "pcinttng" relationship; the dashed
; ‘rm. frcpruont an implieit v inﬁng" ulltimhip that arises because
L the :..otccpt vector, biblioznphic and document files are all ordered by
i © 7 sccession mmber. Thus, the arroews indicate all th- pouible mcthodo
o et cms-nhmcin( the urim files.

Ry e R

IS

- so that tM mu can be orgnniud off cionny by accuclon 4
. f'*mbor. it is required that the accession numbers ba a compact o S RS
setof polmvo integers starting at 1. i thc dm bese h ouppliod ' -1

‘ O! course, if the dsts base ai uechvod consists of ﬁmd—longth recoﬂh.
" use of the variable-length feature will be superflucus; however, it will
. neverthsless be incorporated isto the system regardiess of ths dats base .
, chn:lhﬂcacn. in order to make the me structure as. ﬁmlble as : ‘
po‘tt ..
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without these integral accession numbers, it is a simple matter to number
all the documents.

The use of a distinct file for each class of data also permits
the selective loading of the various files, The On-Line System might
be used for experi ments that would not access all of the files. In this
case, the selective loading of the on-line files, by reducing disk usage,
will increase operational economy beyond that which might otherwise be
associated with experimentation with the full On-Line System. Any file
can be loaded with its normal contents, or it can contain only a sentinel
record that indicates that the file has not been loaded. Thus, if the user
requests access to a file that has not been loaded, DIALOGUE can
inform him that a file necessary for the operation he has requested has

not been loaded. This is much more desirable than letting GECOS III abort

the on-line system because of an illegal 1/O request.
vV.2.1 Documents

The document file will be stored one document per variable

length focord. ordered by accession number. This file will contain only
E thc documenn. and not biblioguphlc data, author. or citations.

2 .z.v'z' | ‘Bmiog' raphic Data

The bibliognphic data f:lc will conuin one variable lcngth

' ucorﬂ for each document in the ducument file, ordered in the same
way u the document file. Each rccord will contain author and title
_bformlthn for one document. '

V.z,_;S‘ Doemut Concept Vectors

'nu concapt vector ﬂlo wm coauin one concept vector per

vu'hhla-lmth mord. ordered by docnnunt sccession number. Included
 in each record will also be a pointer to the next concept vector in each

V-6
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cluster to which the vector belongs. Each pointer consists of a cluster
number and a document accession number., The cluster number {dentifies
the cluster, and the accession number points to the next document in that

. cluster, The "end-of-cluster'’ indicator will be a cluster pointer with a
zero accession number.

In Figure V-2, the three concept vectors shown are all members
of the ith cluster. The cluster number is part of the pointer becanse the

| cluster-concept vector occupancy matrix is expected to be sparsely

points directly to the centroids of all its clusters provides the additional
useful ability to obtain directly the centroid of all the clusters to which
a given document belongs, given only the document's accession number.
Obtainiang centroids ‘in this way will speed up document-document corre-~
iation.

M occupied. Organizing the centroid file so that each concept vector

vV.2.4 Centroids

When the docurnents,are clustered, one centroid will be
generated for each cluster. All the centroids so generated will be
stored in the centroid file, ordered by cluster number. Each controtd
racord will contain one cluster centroid and tho uccenton numbcr o!
tho first concept vector in the cluster, '

Although the centroid m. is not roqulnd ior thc Opoution ‘
of the on-line system using thy initial clustering technique (see. SQetlon
© 111.4), its inclusion in the system dnun pcnnhl the ny..tun to be o -
“operatad using other cluohting techniques. L

V.3 Program Modules

‘This Section lntroducu each program modnh with & bﬂd o
description of {ts function. The details of im;lementation are emrd h o
Section VIII. ~ :




V.3.1 DIA LOGUE

DIALOGUE is described in Chapter IV, and therefore is
omitted from this discussion. All other modules operate under the control
of DIALOGUE.

V.3.2 FETCH

Program module FETCH performs all accesses to the on-line
data base., Given a record number and a file designation, FETCH
returns the record and size of the record. FETCH obtains
- only one record at a time; to obtain all the records in a file, FETCH
must be called repeatedly.

FETCH will be loaded by itself or together with CHOOSE,

'~ FETCH will be loaded by itself when a file access i5 being performed that
does not require selection of concept vectors based on their correlation
with some query vector, such as when scunning of the bibliographic data
or document file is taking place,

v.3,3  CHOOSE

Progrim module CHOOSE, given a query vector by DIALOGUE
" returns to DIALOGUE the accession numbers cf the documents whose -
| cqnécpt vectors have the highest correlation coefficients with the query
_wvector. To do this, CHOOSZ calls FETCH to obtain the centroids of all
':iuéttrs, lnd then calls CORRELATE to determine which clusters to

» kcm'. Whea this is complete, FETCH is called to obtain the selected |
~clusters, and the concept vectors in these clusters are similarly

. processed by CORRELATE. CHOOSE then returns to DIALOGUE the
-accession numbers of the documents whoee concept vectcrs correlate
. most bighly with the query. ’
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V.3.4 BUILD

Program module BUILD operates on a list of words and produces
a concept vector, It does this by first performing stem analysis by
calling STEMS, then mapping the stems into concepts by calling CONCEPTS.
Program STEMS includes within it the list of common words and tk~ list
of stems to be removed: program CONCEPTS includes within it the
dictionary of content stemc and the concept numbers and weights into

which each is mapped.

Each word in a query can fall into one of three categories,
It may be a common word that is deleted hy STEMS, a word that generates
a noncontent stem and, therefore, is not mapped into a concept, or a
word that generates a content stem and therefors is mapped into one or
more concepts. BUILD wili recognize and differentiate between these
three cases, and reg.rt this information to DIALOGUE along with
the generated concépt vector and stems.

BUILD will be called to process a query before calling
CHOOSE. When document-document correlation is being performed,
BUILD will not be used, since the query vector in that case will be
obtained by using FETCH to access the concept vector file,

v.3.5 CHAT

Program module CHAT communicates with the user. Standard
On-Line System messages are sent to the user by calling SELECT. Gin'n »
a message sumber, SELECT accesses the t‘ih of messages, selects
one, and calls BELCH to transmit the munge. BELCH transmits one
line to the remote terminal; GULP reads a line from the termiml».

When documents are being printed at the rcmote termnul.
SELECT will not be used. DIALOGUE will obtain the duta to be sent by
calling FETCH, and then call BELCH to transmit. Data obtained from

V.9




other prograrmn modules, such as BUILD, will 2130 be transmitted without
a cali to SELECT,

V.4 Examg_li

Figure V-1 illustrates tke roles played by the various
program modules by showing the sequence of events that might take place
during the precessing of a query. This example showe only the gross
features of query processing and document-document correlatior; a
sophisticated user would cause a much more complex process to take

place,

During operation of the systam, DIALOGUE periorms a
function in addition to those shown explicitly in the flowchart; it directs the

loading of the other pr¢ am modules,

The user bhegins the sequence by entering a query, which is
read by CHAT. BUILD is then loaded, and performs stem and concept
analysis, producing a concept vector if the query contains any words
that generate content stems, DIALOGUE stores this concept vector as
the query vector, and loads CHOOSE and FETCH together., By calling
FETCH and CORRELATE, CHOOSE determines the accession numbers
of the documents whose concept vectors correlate most highly with the ‘
query vector. This list is passed to DIALOGUE.

When DIALOGUE has received the query results, it loads
CHAT to transmit the results to the user. At this point, the user might
olect to ent2ar a new query, in which case DIALOGUE clears QUERY
SEQUENCE STATUS, or he might elect document-document correlation.
He alsc hao several other options, which are not shown in this example.

Document-document correlation is performed by using FETCH
to obtain the concept vectors that are to bc used as query vectors, and
then calling CHOCSE in the same fashion as when processing a user-

generated plain text query.

e a7 st St
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FETCH
READ READ THE
QUERY SFECIFIED CON-
CEPT VECTORS
FROM DA'T'A BASE,
BUILD ~DIA ~
CONSTRUCT STORE CONCEPT
QUERY VECTCR VECTOR AS
QUERY VECTOR
S—
5.
CHOOSE
SELECT MOST-
CORRELATED
CONCEPT VEC -
TORE
CHAT
TRANSMIT RE.
SULTS TO USER
DOCUMENT- DOCUMENT
CORRELATION
CHAT
ASK USER WHAT
HE WANTS TO
DO NOW,
l ENTER NEW QUERY
“DIALOGUE
REMOVE OLL
QUERY VECTOR
FROM QUERY

MTE.IDL.

Figure V-2. Example of System Operation
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SECTION VI

DATA PREPARATION PROGRAMS - IMPLEMENTATION DETAILS

This Chapter describes the impiementation of the programs
which load the on-line files and prepare the data for loading the files,
The rationale for each of these programs i3 given in Section IUI; this
Chapter is concerned only with the details of implementation. The
discussion is divided into three sections: concordance and micro-
concordance preparation, dictionary and concept vector generation,
and loading the on-liine files.

VIi.1 Concordance Freparation

Figure III-1 illustrates the concordance preparation process.
This discussion treats the three operations that are shown as rectangles

in Figure III-1; microconcordance preparation, sort and merge.

VI.1.1 Microconcordance Preparation and Stem Analysis

This discusaion first considers the contents of the micro-
concordance tape, and then its production. Figure VI-! is a Backus
Normal Form (BNF) specification of the content of the microconcordance
tape; Figures VI-2, VI-3, and Vi-4 illustrate the BNF specification with
diagrams.

The varicus physical record types that make up the micro-
concordance tape are diagrammed in Figure VI-2. A stem occurrence
count leader is a stemn, represented in two worde as tweive characters,
followed by a document-count pair, which givez the number of times the
stem occurs in the specified document. A document length record indicates

the number of stems counted in the document whose number is specified
by twelve characters. The sentinel record is used in this case to indicate the
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Figure VI-2. Microconcordance Physical Record Types
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end of tape. The sentinel record is composed of twelve Z characters
followed by a word containing a large aumber.

. A microconcordance is a concordance of one docurnent;
a microconcordance can be constructed in core, i.n contrast to the entire
concordance, whose production must uce a tape sort., Each microcon-
cordance is constructed after reading one document; it includes an
occurrence count for each stem in the document and the total number of
stems in the documernt. A single microconcerdance is diagrammed in
Figure VI-3. The tape of microconcbr,dancen; diag rammed in Figure
VI-4, contains a microconcordance of each document, followed by one
sentinel record. \ |

‘ Figure VI-5 is a macro flowchart of the microconcordance
generation process.. A docu:ment is read and analyzsd one word at ‘
a time. Subprogra.m GRAB obtains one word of text; after incrementing the
document length count, each obtained word is compared to a list of common
words, containing articles, coixjunctibnl. and prepositions (see Figure
VI-10); if the stém is one of these w‘aida, it io dropped andv;not‘her word
from the document is GRA Bbed. If the word is not a common word, routine
STEM is called ti obtain the stem of the word, The stem is compared
to the list of sterus. If the stem has already heen found in this document,
ite occurrence count is incremented i the stem has not yet been

. spcountered in this documcnt. it is tdded to the Mat, Mx_othn; word

" in the document is then GRA Bbed. Thia proceu continues, until all the
words in the document have been GRABbed at this tire, the list of stems

~ and their frequencies are written on iape as stum ocourrence count leaders,

and the document length count is written s a docunent length recprd.

; A microconcordance is'pneratid for each document in the
dlh base. When the cata bue is exhaulted. & septinel record {s written
‘ 1 on the microconcorduco tape, :ututico oummarialng the run are printed,
 and processing is terminated.
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Figure VI-6 is a flowchart of the operation of subprogram
GRAB. GFKAB will have two input parameters, DOCLENGTH and DCC.
DOCLENGTH is an integer variable that specifies the number of characters
in array DOC, which contains the document being processed. GRAB will ,
return the output parameters LENGTH, an integer variable apecifying :
the number of characters in the detected word, and WORD, an array of '
characters containing the word.

The operation of GRAB is very straightforward. It simply
looks for and. returns as word strings successive alphakbetic characters,
- So that contractions will not be treated as two words, the apostrophe
will be included in the list of alphabetic characters.

Figure VI-7 is a flowchart of the operation of iubprogram
STEM. STEM wil) have one pair of parameters, WORD and LENGTH, {
that will serve as input and outpat parameters. When STEM is called,
WORD, an array of characters, will contain the word to be stem-
analysed in its first LENGTH positions. STEM will return the stem of
the word in array WORD, decreasing LENGTH 23 necossary.

s Rt At § ¢ <t et b

, The liat of suffixes that will be removed is shuown in Figure
VI?&. ) Because of the two-pass algorithm that will be used for stem
_maly:il. no suffixes louger than four letters need to be considered.
Compmd oufnzn will be removed as two separate ateps; for example,
»“pamtly" will be shortened on the firet pass to"pcrmtncn ", and

on the ncond pcu to ''‘perman’. Thus, "pcnbuncntly" will be mapped
o hto the same’ atom as "permanence". |

vi _1'..2-‘ Sort_
The microconcordance tspc comuno occurrence-weight paire

: " !or .n mrd- occurring in the data base, ordered by document number
- of each occurrence. The document lengths ars interspersed with occurrence .
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Figure VI-7. Subprogram STEM (WORD, LENGTH) (Cont'd.)
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records. For the processing steps that follow, it is necessary to have
2 concordance ordered first by stem and second by document. It is also
deesired that the document lengths all be located together at the beginning

of the tape, ordered by document number. Obviously, then, the tape

of mi-roconcordances must be sorted.

The sort will be performed by using the GE 625/635 Sort/
Merge Program, The records will be sorted in ascending order; the
key will be the first two words of each record. A glance at Figure VI-2
will reveal that the document length records will 21l sort together at the
beginning of the tape; these will be followed by the stem occurrence count

leaders, ordered by stem; the sentinel will sort to the end of the tape,

The 625/635 Sort/Merge Program includes an option that will
reduce the time required to perform the sort. It is possible to choose

what action the sort program will perform when it encounters input records

with identical keys. This option will be used to keep the records of equal '
key in the order in which they occurred in the original file; its use will

eliminate the need for specifying a secondary key. The document lengths ’
will appear sorted by document, because they are ordered by document

number in the microconcordance tape; similarly, the stem occurrence

count leaders will appear sorted first by stem, and second by document

number, because they too are ordered by document number in the micro-
concordance tape, The use of the ELECT feature in this way permits the
size of the key field to be reduced by 1/3, which will greatly reduce the CPU
time required to perform a sort.

VI.1.3  Merge '

The merge program is the final step in the production of the
concordance. The output tape produced by the sort contains a stem -

~ occurrence leader for each stem occurrence in each documeat. The merge
‘ program combines these, producing for each stem one stem occurrence
count leader followed by a sentinel. Firure VI-10 is a BNF specification

VI-14




about
above

across
after
against
all
almost
alone
along
also
although
always
among
am

and
another
an
anybody
anyone
any
anything
anywhere
apart
are
around
a

aside

as

at

away
awfully
bacause
been
before
behind
being
below
be
between
beyond
both

but

by
cannot
can
could
did

does
doing
done

do

down
during
each
either
else
elsewhere
enough
etc

even

ever
everyone
every
everything
everywhere
except
few

for

forth
from
furthermore
get

gets

got

had
hardly
has

have
having
hence
hereix
here

her

howbeit
however
how

if
inasmuch

Figure VI-9.

indeed
inner
in
insofar
instead
into
inward
) §
is
it
itself
its
just
keep
kept
least
less
lest
many
may
me
might
mine
moreover
more
most
much
must
my
myself
neither
nevertheless
next
nobody
none
nor
no

~ nothing
not
nowhere
of
oh
one
ones
only
on
onto

Common Words
!
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or
other
others
otherwise
ought

our
ourselves
ours
outside
over

own

per
please

plus

quite

rather
really
right

self
selves
several
shall

she
should
since

six
somebody
scme
something
sometimes
somewhat
so

still

such

ten

than

that

their
theirs
them
themselves
thence
then
thereby
therefore
there

the
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these yet

they your

this yourself

those yourselves .
though yours

throughout you

thus

together

too '
to i
toward :
two
underneath
under
unless
until

unto

upon

up 1
" upward

us

very

was

well ’
were

we

whatever .

what

whence

whenever

when

where .
wherever : : i

whether "
which
. while L

whom ' =

who
whose
why
B will ‘
within -
, without !
d would ‘ .
; yes

et

. g i s it 2 cmea s

Figure VI-9. Common Words (Concluded)
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of the concordance tape; Figures VI-11, VI-12, and VI-13 illustrate the
specification with diagrams.

Figure VI-11 shows the various phylical record types that
make up the concordance. Note that these are the same record types
in the microconcordance tape, with the addition of the stem occurrence
count trailer. This record contains three document numter-stem
occurrence count pairs, enabling it to convey the information carried
by three stem occurrence count leaders. Figure VI-12 is a diagram
of the concordance information produced by the merge program for one
stem; Figure VI-13 shows how single-stem concordances are combined
to form the ccacordance tape.

Figure VI1-14 is a flowchart of the merge process. Inspection
of the flowchart will reveal that the program simply combines stem
occurrence count leaders with identical stems into the single-stem
concordances shown in Figure VI-12. It is expected that the merge
process will reduce the size of the concordance by at least 40%.

V1.2 Concept Identification

Concepts will be identified by a two-step process: | statistical
filtering to remove noncontent stems, and occurrence correlation to
identify words of similar occurrence patterns,

The input to the concept identification process will be the =
weighted concordance of stems and the output will be the content stem-
concept dictionary., ’

V1. 2.1 Statistical Filter

- ° Y . .
i 0 5 R T

~

As discussed in Secticn III. 2, 1.1, Dennis' measurs, called Vo
for convenience in thi: discussion, is to be used in the selection of conlent

stems for the on-line retrieval system.
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} Figure VI-11. Comcordance Physical Record Type
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Figure VI-12. 3ingle-Stem Concordance
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Figure VI-13., Concordance Tape
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WRITE BUFFER CONTENTS

ON TAPE

WRITE SENTINEL ON
TAPE

Ly

WRITE STEM OCCURREN
COUNT LEADER ON TAPE

RECORD

| DS

ECOR.

LENGTH Vs

'

N YES
A DOCUMENT > .

WRITE RECORD CN
TAPE

A
SENTINEL

STEM
SAME A
RECORD

NO

]

WRITE BUFFER CONTENTS

ON TAPE

[ ENTER DOCUMENT NUM. |
BER, OCCURRENCE
COUNT IN BUFFER

KVRITE DOUBLE SENTINEL

VES

BUFFER FULL o ON TAPE

Ny

NO

Figure VI-14. Merge
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For the present purposes, it is convenient to use a different
form from that of Dennis. The computed valuea are, however, the same
as hers,

Let D be the number of documents in the collection, and L d
be the nurnber of sterns in document d (that is, the length of document
d). The number of occurrences of stem ¢ in document d is fc, 4 and
its normalized form is g’c’d = fc’ d/Ld' The normalized frequency of

occurrences over the collection is:

D
o =\
¢ “1 fea
d=1
D
. 2 _ ¢ - .2
Letting 8¢ © L (gc.d gc) / (D-1), then Dennis' measuse is
d=] !

given by NOCC/EKC =0, sf /éz , and is equal to the present Vc'

In order that Vc can be computed in one pass through the vector

(f

el fc, 2 fc,D]’ some algebraic manipulations are necessary,

First, let
D 2 D
- f P = f d
o = > —£.0 and 8 =\, T SR Thus, in
(o L L A L
d=1 \ d d=1 d

one pass through the vector, a., BC. and o may be computed. Substituting

for l: and éz in V_ yields
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-2 2 2 - -2
Now, (gc,d - gc) 8., " &, a8 g,
From the definitions, éc = and so

TN
P
o
N~
(33 ]
'
~N
ﬂh
sl o)
[« 7
w] a®
+
TN
v IS
\./\,

Q
hp

.;‘\\/i

F__ o o o

d d
Vc = 3
(D - 1) (BC/D)
2y B
But | K——l-:'——- = @, and ——— is not a function of d. Therefore,
[ d (s D
d=1
2
2 (03 - ﬁ B ™
e D c - c +D(-—E- ‘
Ve * BT 7 | -2 5 /A
Be
As D>>1, D?'/(Dn-l)zD. Thus
D(!‘c 2
Vc =—-Ez-—— [&c - BC/D]
C
v =ao D/8% -0
¢ T %9 P, <
\1'C =0, (oec D/ﬁc -1).

In computation, recall that the concordance tape contains
a table of values of Ld' This is kept in core as each vector of fc d valuesis

read in, Then only one pass through the values can result in calculation
g o, and Bc’ as shown in the flowchart.
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WRITE VEC-
TOR ON
TAPE ¢
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Figure VI-15. Use of Vc (NOCC/EKC) to Generate Weighted
Concordance of Content Stems
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Thus, Vc may be computed for each stem in a single pass through
the raw concordance. This is evident when one inspects the flowchart of
Figure VI-15,

Following the generation of a V c for each stem, noncontent
- stems can be removed. Stem c is considered a content stem if V c
exceeds some limit., That limit must be established, and it is also necessary
that the working of the algorithm be verified. Indeed, the number 5000
is not sacred and should be justified.

The best tool for this is a table of tripiets consisting of the
raw stem c, the rank of Ve and the value of V e This table may be
generated relatively simply by modifying the statistical filter package
to write on tape for every stem the alphabetic stem itself and the associated
Vc. Standard sort routines are used to sort this tape on Vc, and the
tape is then put through a short listing program that adds the rank numbers

. (1 for the first entry on the sorted tape, etc.). Figuring four triplets per
line, the data for 200 items can be printed on one page. In the event that
the rumber of pages becomes unwieldy, it is remembered that a printing
abort would cut off those stems with a very low V ¢ misspellings,
infrequently used proper names and the like.

This printout will have three uses: determination of the cutoff
value for V , determination of the number of content stems, and debugging

the statistical filter routines.

V1. 2.2 Dimension Reduction and Stem Removal

Figure VI-16 shows the flowchart for this process, The arrays D

and W hold document numbers and weights, while the length of the reduced

vector is Lm ax’
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NOTE: Lmax is

dimensionality of /
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Figure VI-16. Dimension Reduction and Stem Removal
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V1.2.3 Occurrence Correlation and Dictionary Generation

As described in Section III. 2.1.3, occurrence correlation
is performed in two phases. Plase ] identifies certain stems as
concept centers; Phase II uses the results of Phase 1 and the concordance
to form the stem-concept dictionary,

VI1.2.3.1 Statistical Processing Phase I. Figure VI-17 shows this
program, which in turn calls on the Correlation Table Subroutine TGEN.
When TGEN is iniﬁially called, Crnax is set equal to two. If additional
triplets are requii:ed, C nax is used to specify a cutoff in order to

eliminate triplets already generated. Since cosines do not exceed unity,
'~ the initial value of two assures that the first call will locate the largest

coegines,

LF is an output parameter of the subroutine, the number of
triplets in the table. As the table of triplets is processed, a table Of
distinct stems (DS) is built, These are candidates for key stems, and
during processing of the triplet table stems may be added to or deleted
from the distinct stemn table, The number of distinct stems in the distinct
stem %able at any time is S; the last position occupied in the table is indexed
by PTL. When an entry is exclud_gd from the table, its vector in core
is flagged, in order that additiona\l\_‘calll to TGEN do not waste time corre-
lating a stem which cannot be a key stem.

Consider two stems, X and Y, that correlate strongly. During
processing of the triplet table to build the distinct stem table:

if X and Y are both in DS, delete Y, flag Y's vector;
if neither X nor Y are in DS, add X, flag Y's vector;
if one is present and one is not, do nothing.

Recall that the tripléts are considered in order of decreasing
cosine, Therefore, the most strongly clu‘tered cases are treated first.
Processing is suspended when S is found to lie in the optimum range.
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Figure VI-17. Statistical Piocessing Phase I (Cont'd):
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Figure VI-17. Statistical Processing Phase I (Concluded)
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Figure VI-13 shows subroutine TGEN, which builds the
triplet tables. The parameters Crnax and LF have been discussed above,

as has been the flagging of vectors for stems eliminated from consideration,

VI, 2.3.2 Statistical Processing Phase II. This program, iliustrated

in Figure VI-19, reads key (or concept) stem numbers produced in Phase I
and reduced vectors in order to store the vectors for the 1500 key

stems in core. The key stems are assigned numeric designations-~- the
concept numbers., Thei all content stems (alphanumeric) and their reduced
vectors are read, one at a time. They are correlate: with the key stem
vectors, aand the dictionary entries are generated. Dicticnary entries
consist of a fixed number of concept number-concept weight pairs for

each stem. The number of pairs iz called M in Figure VI-19; for each
pair j the concept number is stored in K. and the weight in W.. Before a
dictionary entry is written, its elements are sorted on the concept
numbers, so that the smallest numher appears first,

VI.2.3.3 Aids for Debugging and Performance Fvaluation. Severalaids

are needed in order to get the programs running and to determin. what
they can do. These sre ecasentially '"test puints'' or 'peej holes'.

VI.2,3.3.1 Cont<nt-Stem: Sequence Number List. This information can

be obtained from tape ¥, and simply gives a pair for each content stem:
(stem sequence number, aighabetic stem). Because the stem sequence
numbers are zasigned in lexicographic order of the stems, the inverse
of the list is not required.

A very short and simple program will read the tape and
format and print one page at 4 time. A page can cootain 300 pairs, s the
entire vocabulary can be contained on 17 pages. A page consists of six
columns of pairs, twenty characters per pair and fifty pairs per column.
The ordering scheme is arranged as shown helow for convenience:
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Figure V1-18. Correlation Table Processing
Subroutine TGEN (Cont'd.)
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